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Foreword 

THE ACS SYMPOSIUM SERIES was first published in 1974 to 
provide a mechanism for publishing symposia quickly in book 
form. The purpose of this series is to publish comprehensive 
books developed from symposia, which are usually "snapshots 
in time" of the current research being done on a topic, plus 
some review material on the topic. For this reason, it is neces
sary that the papers be published as quickly as possible. 

Before a symposium-based book is put under contract, the 
proposed table of contents is reviewed for appropriateness to 
the topic and for comprehensiveness of the collection. Some 
papers are excluded at this point, and others are added to 
round out the scope of the volume. In addition, a draft of each 
paper is peer-reviewed prior to final acceptance or rejection. 
This anonymous review process is supervised by the organiz
ers) of the symposium, who become the editor(s) of the book. 
The authors then revise their papers according to the recom
mendations of both the reviewers and the editors, prepare 
camera-ready copy, and submit the final papers to the editors, 
who check that all necessary revisions have been made. 

As a rule, only original research papers and original re
view papers are included in the volumes. Verbatim reproduc
tions of previously published papers are not accepted. 

M. Joan Comstock 
Series Editor 
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Preface 

W A T E R IS A CRITICAL C O M P O N E N T of the earth's surface and of 
the biological organisms upon it. All biochemical reactions take place in 
water, and water's enthalpic and entropie characteristics are unique. Con
sequently, aqueous solutions are a focal point for studies of structure and 
reactivity. 

Participants in the symposium from which this book was developed 
came from around the globe to engage in stimulating exchanges highlight
ing recent research in this area. Speakers hailed from Australia, Belgium, 
Canada, France, Italy, the Netherlands, Spain, and the United States. The 
breadth of the experimental and theoretical chemistry discussed was 
reflected in the diverse affiliations of the speakers, with representatives 
from academia, industry, and government laboratories all presenting their 
most exciting results. Several sessions attracted audiences that over
flowed the 200-seat capacity meeting room, a testimony to the high 
caliber of the science discussed 

This book represents a remarkable recording of those four days. Of 
the 28 invited and five contributed lectures, book chapters were developed 
from 24 of the former and two of the latter. In addition, one chapter 
derives from the work of a researcher in the field who was unable to 
travel to the symposium. 

In an effort to keep this material fresh and exciting, we imposed 
draconian deadlines on all of our authors and peer reviewers and in gen
eral harassed them to the limits of human endurance. Thanks to their 
good humor and universal accommodation, this volume was completed a 
mere seven weeks after the end of the meeting! We take this opportunity 
to thank all of the participants in our symposium and we look forward to 
future gatherings devoted to this subject area. 

CHRISTOPHER J. CRAMER 
AND DONALD G. TRUHLAR 

Department of Chemistry and Supercomputer Institute 
207 Pleasant Street, S.E. 
University of Minnesota 
Minneapolis, M N 55455-0431 

May 12, 1994 
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Chapter 1 

Structure and Reactivity in Aqueous Solution 
An Overview 

Christopher J. Cramer and Donald G. Truhlar 

Department of Chemistry and Supercomputer Institute, University 
of Minnesota, 207 Pleasant Street, S.E., Minneapolis, MN 55455-0431 

This introductory chapter provides a brief overview of the current 
state of the art in understanding and modeling structure and 
reactivity in aqueous solution. The contents of the chapters found in 
this book are discussed and areas where theory and experiment are 
working in tandem are highlighted. 

Water is a remarkable substance. It covers two thirds of the Earth's surface, 
it makes up a large fraction of the total mass of biological organisms, it serves as 
the solvent in which essentially all biochemical reactions take place, and it's 
enthalpic and entropie characteristics repeatedly set it apart from other liquids (1). It 
is thus hardly surprising that chemists with an interest in the role that solvent plays 
in determining structure and reactivity devote themselves to aqueous solutions more 
than any other kind. 

For theorists in particular this has been the case. Relative to modeling in the 
gas phase, it is only recently that theoretical techniques capable of simulating 
condensed phase chemistry have been developed. There are two complementary 
approaches which may be taken to modeling a solute embedded in a solvent. One is 
the quantum mechanical continuum approach (2-6) where the solvent is replaced by 
a continuous medium having the same dielectric constant as bulk liquid. This is a 
mean-field approach in which the solute polarizes the bulk medium, which back-
polarizes the solute, etc.—a physical picture dating back to Onsager (7-9). In 
Chapter 2, the historical development of one such model is detailed by Tomasi, 
with special attention paid to algorithmic details. In addition, the present directions 
in which the model is expanding are detailed, including techniques to separate the 
continuum into fast and slow components for dynamical studies and methods for 
incorporating local anisotropy into the continuum model. 

One significant drawback of any pure continuum approach is that the 
solvent bulk dielectric constant does not accurately describe the electric polarization 
field right up to the molecular "surface". Instead, the interaction of a solute with at 
least the first solvation shell is typically characterized by specific local energy 
components. One method which has been explored to address this is the assignment 

0097-6156/94/0568-0001$08.00/0 
© 1994 American Chemical Society 
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2 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

of local surface tensions to specific regions of the molecular surface (10-13), 
Chapter 3 by Storer et al. describes continuum solvation models incorporating such 
local effects. In addition, it provides specific details of the algorithms required to 
accurately account for dielectric screening, an important effect whereby the 
interaction of one portion of the solute with the surrounding continuum is mediated 
by the intervention of remaining portions of the solute. Finally, this chapter presents 
an example of using Specific Range Parameters for the modeling of particular 
chemical reactions, in particular for the study of the effect of solvation on the 
Claisen rearrangement, a reaction that several other chapters in this symposium also 
discuss (vide infra). 

The interaction energy of a set of charges with a surrounding dielectric 
medium may be found by solution of the Poisson equation (14-17). When the 
continuous charge density of a molecular solute is replaced by a collection of point 
charges, the solution of the Poisson equation becomes more facile; however, there 
are ambiguities involved in modeling a continuous charge density with point 
charges. There are also inherent ambiguities in defining the dielectric boundary 
between the solute and the solvent. In Chapter 4 Lim et al. discuss the use of 
calculated quantum mechanical densities for the evaluation of these quantities, and 
they present results for the solvation free energies of a number of ions and organic 
molecules. Tawa and Pratt present a similar Poisson equation derived formalism in 
Chapter 5, where they calculate the aqueous solvent-induced potential of mean 
force for the dissociation of sodium chloride and for nucleophilic substitution and 
addition reactions. Tawa and Pratt compare their calculations to other models where 
solvent has not been replaced by the mean-field continuum. 

This alternative approach, i.e., representing the solvent in its discrete, 
molecular form, allows investigation of the microscopic details of solvation. It has 
been the case so far, though, that the number of solvent molecules that must be 
included to adequately model bulk solvation for a given solute is so large that a 
quantum mechanical treatment of the system has been prohibitively difficult. 
Instead, the solute-solvent and solvent-solvent interactions have been modeled 
classically using empirical force fields (18-24) or—very recently—a combination 
of such a force field with terms representing polarization of the water molecules. By 
using such a force field and following the trajectory of the system over time (25-
28), it is possible to calculate dynamical properties or time-averaged equilibrium 
properties, or Monte Carlo methods (22,29) may be used to obtain equilibrium 
properties. Clementi and Corongiu discuss in Chapter 7 the step-by-step 
development of a force field that has been designed to reproduce numerous static 
and dynamical properties of flexible water over a sizable temperature range. Nyberg 
and Haymet analyze in Chapter 8 a more complete model for liquid water in which 
the force field permits dissociation (accompanied by ionization) of individual water 
molecules. They compare their results to other models with respect to predicting the 
pH of liquid water. Finally, in Chapter 22 Van Belle et al. present calculations with 
polarizable water molecules (vide infra). 

Nonequilibrium solvation can be critical for many processes, e.g., electron 
transfer (30) and spectroscopy (31). If the effects of solvation can be modeled as an 
extra, general coordinate on a solute potential energy surface, it becomes 
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1. CRAMER AND TRUHLAR An Overview 3 

straightforward to extend dynamical studies from the gas-phase into solution (32-
35). Using an approach which permits the separation of equilibrium and 
nonequilibrium components of aqueous solvation, Garrett and Schenter examine in 
Chapter 9 the radical addition of hydrogen atoms to benzene. In particular, they use 
variational transition state theory (36) to calculate kinetic isotope effects (KIEs) and 
explore solvent-induced changes in the KIEs for deuterium and muonium. Ando 
and Hynes also adopt this generalized coordinate approach in Chapter 10, where 
they consider the aqueous ionization of hydrochloric acid. In particular, they assess 
the importance of nonequilibrium microsolvation in the proton transfer from HC1 to 
a water molecule and the subsequent separation of the two ions. This same system 
is also studied by Rivail et al. in Chapter 11 using a quantum mechanical 
continuum model with either one or two explicit water molecules. In addition to 
providing this stimulating study which the reader may compare to the work of Ando 
and Hynes, Rivail et al. also explore the hydrolysis of formamide in aqueous 
solution, again focusing on the details of those specific water molecules that are not 
part of the bulk solvent but are instead involved in the reaction itself. A third 
subject addressed in this chapter is a comparison of the properties of an isolated 
water molecule, a water molecule in the water dimer, and water in the bulk. 

These various methods for modeling aqueous solvation provide 
considerable flexibility to researchers probing specific chemical problems. One area 
of particular interest is understanding how aqueous solvation affects organic 
reactions (37,38). In Chapter 12, Bertrdn et al. use various solvation models to 
study the effect of solvation on several organic reactions, paying particular attention 
to the location of the transition state along the solvated reaction coordinate and the 
degree to which nonequilibrium solvation effects must be included in solvation 
modeling. 

Ultimately, some of the most interesting organic reactions occurring in 
aqueous media are those involving biological macromolecules. In this latter area, 
Warshel has explored many models for aqueous solvation (27,39) as it affects 
enzyme-mediated reactions. In Chapter 6, Warshel and Chu summarize their 
experience with numerous macroscopic (e.g., continuum), microscopic (e.g., 
discrete), and microscopic/macroscopic hybrid water models. In particular, they 
consider the balance between quantum and classical mechanics strategies and 
examine some of the algorithmic details of model implementation. 

One possibility discussed by Warshel involves the replacement of explicit 
solvent molecules with pseudopotentials. Gordon and co-workers have also been 
active in this area (40)—their approach divides microsolvated clusters into a 
"solute" (potentially supermolecular) and a set of water molecules with which it 
interacts. The solute is treated quantum mechanically; the "spectator" region is 
modeled using pseudopotentials developed to accurately reproduce electrostatic, 
polarization, and exchange repulsion interactions in prototypical systems. 

The marriage of quantum mechanical and classical mechanical treatments, 
where the former is applied to the solute and the latter to the solvent, is also a 
subject of much interest (27,41-44). In Chapter 15, Gao applies such a strategy to 
the Claisen rearrangement, already discussed in Chapter 3, and to the Menshutkin 
nucleophilic substitution reaction. In addition, Gao extends a classical water model 
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4 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

into the supercritical regime in order to examine the change in the potential of mean 
force for ion-pairing in sodium chloride. Tucker and Gibbons also consider 
supercritical water in Chapter 14, where they consider the hydrolysis of anisole in 
supercritical solvent They illustrate that clustering of the solvent is an important 
phenomenon such that local dielectric constants may deviate significantly from the 
bulk value above the critical point. 

The selectivity of biologically important reactions, like those mediated by 
enzymes, depends in part on the ability of macromolecules to recognize the 
structure of their often complicated substrates (45). As such, it is of considerable 
interest to examine how aqueous solvation affects conformational equilibria. 
Venanzi et al. consider this issue for a diuretic acylguanidine, amiloride, in Chapter 
18. They additionally extend their studies into the regime of molecular recognition 
and present results for the hydrolysis of phenyl acetate in aqueous solution both as a 
free substrate and as a guest in a β-cyclodextrin host 

The contribution by Wilcox et al, chapter 19, also considers molecular 
recognition, and it includes a description of their synthetic design of cyclic 
polyaromatic receptors capable of transporting hydrophobic substrates into aqueous 
solution. In particular, they provide microscopic and thermodynamic analyses of 
host-guest interactions and illustrate the synergy between synthesis, spectroscopy, 
and molecular modeling in their experimental design. 

Gajewski and Brichford, in Chapter 16, also combine experimental data and 
statistical modeling in an examination of the effects of solvation on the Claisen 
rearrangement Their combination of kinetic isotope effect measurements and factor 
analysis using a variety of solvent descriptors provides a unique perspective which 
may be compared to the theoretical modeling of Chapters 3 and 15. Severance and 
Jorgensen provide a fourth perspective on the effect of solvation on the Claisen 
rearrangement. In Chapter 17, they employ Monte Carlo statistical mechanics 
simulations (29) with a classical water model. In particular, they consider in detail 
the effects of multiple conformational minima for the reactant allyl vinyl ether and 
examine the microscopic solvation of the gas-phase reaction coordinate. 
Comparison of these four studies of the Claisen rearrangement gives rise to a 
detailed understanding of the reaction as it occurs in water and moreover serves to 
illustrate the individual strengths and weaknesses of the various methods employed. 
This comparison is summarized in Chapter 3. 

In Chapter 20, Breslow considers the effect of aqueous solvation on a 
different pericyclic process, the Diels-Alder reaction. This chapter discusses the 
experimental rates for several Diels-Alder reactions in the presence of various salts 
designed to tighten or disrupt internal water structure. In addition, other organic 
reactions and molecular recognition events are examined under the same 
conditions. Blokzijl and Engberts, in Chapter 21, offer additional experimental 
insights into aqueous acceleration of the Diels-Alder reaction by comparing inter-
and intramolecular variants of the cycloaddition. They examine in detail the 
enthalpic and entropie components of the acceleration and identify both the 
reduction in hydrophobic surface area and the possibility of enhanced solute-
solvent hydrogen bonding in the transition state as being critical to the observed 
rate accelerations. 
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1. CRAMER AND TRUHLAR An Overview 5 

As part of their explanation for aqueous acceleration of the Diels-Alder 
reaction, Breslow and Blokzijl and Engberts invoke the tendency of non-polar 
solutes to associate in order to minimize their exposed surface area in aqueous 
solution (46-48). In Chapter 22, Van Belle et al. examine this hydrophobic 
interaction in detail using a simulation model that includes the polarization of 
discrete water molecules. They examine in particular the potential of mean force for 
the association of two methane molecules in water and find no evidence for a 
solvent-separated minimum, in disagreement with several prior studies that did not 
account for polarizability of the water molecules. Another particularly interesting 
result of their study is the reduced dipole moment of water molecules within the 
first two solvation shells of the methane solutes. This result has important 
implications for the dielectric continuum models discussed elsewhere in this 
volume. In Chapter 23, Hermann examines the interaction of hydrocarbons in 
aqueous solution using a decomposition of the free energy of solvation into a 
cavity-surface-tension contribution and a contribution calculated from 
configurationally averaged solute-solvent interaction potentials. In addition, 
comparisons between explicit-solvent molecular dynamics calculations and the 
results from transferable fragment solvent-distribution functions are offered. 

The hydrophobic effect manifests itself for situations other than 
hydrocarbon-water and hydrocarbon-hydrocarbon interactions. Importantly, it 
appears to play an important role in dictating the folding and higher-order structure 
of proteins (49,50). Understanding and predicting the structure and dynamics of 
proteins is of great interest. In Chapter 13, Gai et al. provide experimental details of 
the aqueous photophysics of 7-azaindole, a potentially useful surrogate 
chromophore for tryptophan which would permit the observation of short-time 
scale dynamics when incorporated into enzymes. Scheraga discusses in Chapter 24 
theoretical approaches to predicting protein structure. In particular, continuum 
solvation techniques employing terms depending on either solvent shell volume or 
solvent-accessible surface area are presented; calculated and measured 
thermodynamic values are compared for the interaction of individual amino-acid 
residues and generic organic functionalities. Using molecular simulations, Ben-
Naim also considers the interaction of specific protein residues in Chapter 25. This 
chapter concludes that solvent-induced attraction between hydrophilic groups can 
be stronger than that between hydrophobic groups, suggesting that surface tension 
models which are based on the positive values observed for hydrocarbons may be 
insufficiently flexible to model the solvation of more complex functional groups. 

Chapter 26 describes the modeling of a different kind of biopolymer in 
water, namely D N A ; Beveridge et al. describe a full nanosecond simulation of a 
dodecamer double helix in aqueous solution and analyze the effect of solvation and 
of complexation with a repressor-operator protein on the structural dynamics. They 
find a number of structures which exhibit metastability over periods of hundreds of 
picoseconds, suggesting that the dangers of short simulation times for biomolecular 
systems are significant. In Chapter 27 Pohorille and Wilson also explore a large 
biologically relevant system. They use molecular simulation to study the interaction 
of a model dipeptide with a glycerol 1-monooleate bilayer. The degree to which the 
dipeptide penetrates the interfacial region between the solvent and the bilayer is 
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6 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

explored, as are the differential dynamics of the dipeptide surrounded by water 
compared to inside the bilayer. 

Finally, Chapter 28 provides an additional perspective on an interfacial 
system; Benjamin uses molecular simulation to analyze the dynamics of electron 
transfer from liquid water to an adjoining 1,2-dichloroethane phase. The overall 
relaxation dynamics in response to a photochemically induced electron transfer 
event are found to depend on each of the two solvents and their different respective 
time scales. 

In summary, aqueous solvation plays an important role in diverse systems of 
great chemical importance. This volume attempts to provide as wide a perspective 
as possible (in a four-day symposium) in this regard. We have reached a stage 
where theory and experiment may be used in conjunction, complementing each 
other's strengths and weaknesses, so as to illuminate chemical phenomena at a 
greater level of detail than would be possible from either one alone. We sincerely 
hope that some of the examples of this synergy that are provided in this book will 
stimulate further collaborations in this regard. 
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Chapter 2 

Application of Continuum Solvation Models 
Based on a Quantum Mechanical 

Hamiltonian 

J. Tomasi 

Department of Chemistry and Industrial Chemistry, University of Pisa, 
Via Risorgimento 35, 56126 Pisa, Italy 

This chapter discusses areas of study of chemistry in solution 
for which continuum models may be used profitably. A 
distinction among types of projects is introduced. The projects 
may be computational applications, in which existing computer 
codes are used to get numerical values of a desired property, or 
they may be methodological studies, addressed to the 
implementation of further elaboration of the basic procedure. 
Solvation energy, reaction mechanisms, energy derivatives, and 
local and large scale anisotropies are the main topics 
considered here. The exposition is mainly based on the past 
experience of our group, with the inclusion of some recent 
developments. 

The main characteristic of continuum models of solvation is their 
simplicity in the description of the solvent structure. This quality is quite 
appealing for several reasons, in particular the possibility of extending 
such models to treat a large number of processes and systems, the ease of 
interpretation of experimental and computational results, and efficiency in 
routine calculations. The simplicity is tempered in quantum mechanical 
versions with a more accurate representation of the solute by means of ab 
initio or semi-empirical methods. We may draw from these general 
statements some indications about the most promising ways of using 
continuum models. 

For this purpose we shall consider some specific topics where 
modelling and elaboration of efficient computer codes have different 
importance: the evaluation of the solvation energy, the description and 
interpretation of chemical reactions, and the elaboration of more detailed 
continuum descriptions of the solvent. These examples, to which more 
could be added, also show when and how quantum continuum methods are 
useful. This choice has been suggested by our personal experience, and we 

0097-6156/94/0568-0010$08.00/0 
© 1994 American Chemical Society 
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2. TOMASI Use of Continuum Solvation Models 11 

will mainly rely on the use of the polarized continuum model (PCM), a 
computational procedure we proposed years ago (1) and are continuously 
refining, as some previews in the following pages will show. 

Models and routine computational codes 

Modelling of solvent effects via continuous models dates back to the 
beginning of the molecular description of solutions and continues into 
current years. Einstein (2) in 1906 used a continuous model to describe 
transport properties of solutes (continuous models are not limited to 
electrostatic effects); the fundamentals of the theory of ionic solutions are 
given by the 1920 continuum model of Born (3); the basic aspects of 
electron transfer reactions are described by the 1956 theory of Marcus (4) 
invoking solvent fluctuations in a continuum model; finer aspects of 
similar reactions may be interpreted using a quantum description of the 
fast component of the continuum electrostatic polarization, as Gehlen et al. 
suggested in 1992 (5). These few examples, to which many others could be 
added, show that the persistence in the use of continuum models is 
accompanied by a remarkable versatility of the basic concept that surely 
will continue being exploited in the future. 

The efficiency of some recent semi-empirical methods in routine 
computation of solvation energies of medium size molecules (6) is well 
documented and accompanied by a satisfactory quality of the results. The 
same methods may be used to describe reactions in solution: the 
thermodynamic balance of a reaction may be well reproduced (6), but 
description and interpretation of the reaction mechanism is limited by the 
approximations of the semi-empirical approach. 

Similar considerations hold for semi-classical computational codes. 
These codes are not based on quantum calculations in solution, but they 
may rely on quantum calculations in vacuo to get the necessary 
parameters. Extended Born methods yeld fairly accurate solvation energies 
(7). Further extensions and refinements of the semi-classical codes will 
profit from analyses of continuum quantum results. 

The Role of ab initio Continuum Solvation Methods. We shall 
consider ab initio continuum methods as the primary object of this paper. 
There are two reasons for this choice. 

The first has a methodological character. A sound strategy to test 
qualities, defects, and potentialities of a model consists in examining the 
output of the model at its best, in the most complete and detailed form, and 
then reducing it to a more manageable level when the essential features to 
be preserved are well ascertained. Shortcuts are not advisable; they may 
lead to wrong conclusions. The theoretical chemistry literature is rich in 
wrong statements based on a hurried examination of a model; some of 
these statements refer to continuum solvation models. When the usual 
homogeneous continuum model is considered, the description of the solute 
charge distribution and of the mutual solute-solvent interaction effects 
should be done at the highest possible level of accuracy to detect limits and 
potentialities of the approach. Analogous considerations hold when the 
homogeneous medium is replaced by other continuum distributions. 
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12 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

The second reason is related to the intrinsic superiority of ab initio 
quantum methods in describing fine details of molecular charge 
distributions. For some problems a detailed ab initio description is 
absolutely necessary. 

The Solvation Free Energy 

One of the basic problems in the study of solutions is the development of 
models able to describe their thermodynamic properties, for example the 
free energy of solvation, A G s o i , of neutral solutes at infinite diluition. From 
the application of ab initio continuum methods we may state the following 
points: 

1) Calculations of A G s o i (and of related quantities) with continuum 
models are able to yield results within the range of experimental 
errors. 
2) These calculations require the use of a well shaped cavity. The use 
of cavities with simple shapes can be accepted only under limited 
conditions. 
3) Electrostatic (Coulomb and polarization), dispersion, cavitation, 
and repulsion terms are all necessary: A G 8 0 i = AGei+Gdis+Gcav+Grep-
The relative importance of these terms may be related to the bulk 
properties of the solvent and to the molecular properties of the solute. 
In making comparisons among solutes of the same class some terms 
may be neglected, but this choice must be based on the information 
derived from the decomposition of complete ab initio results. 
4) The extra energy effects due to local variations induced in the 
solvent distribution by the solute (cybotactic changes) are of limited 
entity. 
5) The contributions due to terms related to the vibrational, rotational 
and translational solute partition functions are not decisive for almost 
rigid solutes. Some corrections due to large-amplitude motions 
(hindered internal rotations, out-of-plane deformations) and to zero 
point contributions (stretching of M-H groups making hydrogen bonds 
with solvent molecules) may be easily introduced, when necessary. 

The semi-empirical procedures we have mentioned satisfy points 2, 3 and 
4. The analysis of ab initio results justifies their formulation and suggests 
some minor improvements. 

Numerical Results. We report here the results of a linear regression 
analysis of computed against experimental AGhyd values. The computed 
values refer to the PCM ab initio and to the AMSOL-SM2 semi-empirical 
procedures. The data reported in the Table are the coefficients of the 
regression line: AGhyd(exp) = a AGhyd(comp) + b (Kcal/mol), the regression 
coefficient R, the standard error σ and the number η of cases within each 
set. Set 1 refers to a sample of chemically similar compounds (esters) all 
described at the 6-31G* SCF level with geometry optimisation in water (8). 
Set 2, presented here for the first time, it is not chemically homogeneous 
(neutral organic solutes with heteroatoms) and is computed using the same 
6-31G* basis set with geometries optimised in vacuo. Some of the 
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2. TOMASI Use of Continuum Solvation Models 13 

"experimental'1 values are drawn from the empirical formulas elaborated 
by Cabani et al.(9). Set 3 includes all the neutral polar solutes used by 
Cramer and Truhlar in their calibration procedure (β), but not the charged 
ones. The last set has been also computed by Cramer and Truhlar, but it 
was not used in the calibration. These results show that ab initio 
calculations may reach chemical accuracy and that semiempirical values 
are of a good level. 

Table I. Model Predictions against Experimental Data 

Set Method a b R σ η 

1 PCM 1.03 0.33 0.999 0.015 16 
2 PCM 0.98 0.35 0.910 0.452 102 
3 AMSOL 0.90 -0.02 0.876 1.207 117 
4 AMSOL 0.98 0.62 0.965 0.796 7 

Good results are also obtained with other semiempirical procedures. 
The results are somewhat scattered and we refer to a still unpublished 
review by Cramer and Truhlar (Cramer C.J.; Truhlar, D.G. Reviews in 
Computational Chemistry 1994, in press) for more information. Note, 
however, that this field is in rapid evolution and that the number of 
methods and the quality of the results are increasing rapidly. 

The reduction of the model may be carried further. Even 
semiclassical models give results of appreciable quality (see again the 
review by Cramer and Truhlar quoted above). A sequence of 
approximations starting from the quantum description and ending with 
atomic charges may be a guide to check this reduction of the model without 
shortcuts (10). 

The continuum methods compare well with other approaches. The 
first systematic comparison between ab initio continuum and MD based 
free energy perturbation calculations of AGhyd performed by Orozco, 
Jorgensen and Luque (11) gives an average error of 0.8 kcal/mol for the 
continuum PCM procedure and 1.5 kcal/mol for the MD-FEP technique 
with respect to the experimental values. 

Of course many refinements may be introduced in this picture, but 
details are not essential here: we conclude that computationally very 
convenient continuum methods may be used to obtain gas-liquid and 
liquid-liquid transfer thermodynamical properties. 

Chemical Reactions with the Continuum Model 

The evaluation of solvation energy is but a tiny part of the topics facing 
theoretical chemistry in solution. We shall consider now a more 
challenging subject, the description of chemical reactions. Here the ab 
initio formulation of the continuum model has an important role. 

Let us summarise the formal set-up of the approach. Continuum 
methods are able to give an evaluation of the free energy G of the solute in 
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14 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

solution (not to be confused with A G s o i ) as a function of the nuclear 
coordinates {R) of the solute ( as "solute" we consider the bare reacting 
molecules, supplemented when necessary with a restricted number of 
solvent molecules playing an active role in the reaction). The G(R) surface 
corresponds to the E(R) surface defined in vacuo. We apply to the G(R) 
surface (or, better, to the set of relevant G(R) surfaces) the same concepts 
originally derived for reactions in vacuo. First, we define geometry, energy 
and electronic structure of reactants, products, intermediates, and saddle 
points. Then, we define the reaction coordinate and the portions of the 
energy surface near the reaction path necessary for dynamical studies of 
the reaction. The chemical interpretation of the mechanism will be based 
on a scrutiny of the solute wave function, to be performed with suitable 
techniques. 

This simplified version of a rather formidable problem (a quantum 
study of a system composed of a large number of molecules) is corroborated 
by preliminary tests on the model. In particular the partition of the whole 
system into a "solute" and a medium is supported by the success in 
describing the energy profile of several significant reactions. 

This scheme must be supplemented when certain dynamical effects 
of the solvent are considered. It is known that in many important classes of 
reactions the dynamics cannot be properly described by relying on the G(R) 
surface alone: the typical case is the outer-sphere electron transfer model 
of Marcus (4), in which the dynamics is carried by a solvent coordinate 
alone, without intervention of the geometric coordinates of the solute. We 
are thus compelled to extend our definition of energy hypersurface G(R) by 
including some extra dynamical coordinates {S}, and to use, when and 
where necessary, a more general function G(R+S). This enlargement of the 
space is not equivalent to the addition of more solvent molecules in the 
"solute". 

We have thus recognised at least three important problems: the 
correct evaluation of G(R) and of its critical points, the description of the 
electronic structure at some significant points, and the definition of the 
additional {S} subspace, supplemented by the protocols for the use of 
G(R+S) 

The Analysis of the G(R) Surface. Long experience in the evaluation of 
E(R) surfaces tells us that semiempirical methods give, in the most 
favourable cases, nothing more than a first order guess. Ab initio 
calculations, of good quality, are necessary. 

The analysis of the G(R) surface is made easier by the use of the 
gradient of G(R), grad G(R), supplemented by the diagonalization of the 
Hessian matrix H(R). The calculation of grad G and of H must be 
performed according to the conditions set in points 2 and 3 above, i.e. using 
a suitably shaped cavity and including in G(R) all the necessary 
contributions: G ei(R) + Gdi s(R) + G c a v ( R ) + G r e p (R) . Current ab initio 
continuum programs are not equipped for the analytical evaluation of 
gradG and H at this level of accuracy. We present here the computational 
scheme we have recently elaborated in the framework of the PCM (Cammi, 
R.; Tomasi, J . , J. Chem. Phys., May 1994). 

D
ow

nl
oa

de
d 

by
 M

O
N

A
SH

 U
N

IV
 o

n 
O

ct
ob

er
 2

6,
 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e:
 S

ep
te

m
be

r 
29

, 1
99

4 
| d

oi
: 1

0.
10

21
/b

k-
19

94
-0

56
8.

ch
00

2

In Structure and Reactivity in Aqueous Solution; Cramer, C., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1994. 



2. TOMASI Use of Continuum Solvation Models 15 

Iterative and Direct P C Method. The original iterative PCM 
version is not suited to get analytical derivatives of G e i (the other terms of 
G are simpler to manage and may be treated separately). It is more 
convenient to resort to a matrix formulation of the electrostatic problem, 
exploiting the fact that in the PCM the solute is effectively replaced by a 
charge distribution σ on the cavity surface, and that this surface is divided 
into a finite number of tesserae. An accurate elaboration of the matrix-
PCM has been done by the Sakurai group (12). We have elaborated a 
similar procedure, more computationally effective and suitable to compute 
the first and second derivatives of G e i with respect to parameters α and a, 
β, later indicated by G a and G A P respectively. This preliminary step 
highlights some points that deserve mention. 

In the iterative procedure the Schrodinger equation 

| (Η0 + ν σ ) Ψ > = Ε | Ψ > (1) 

may be solved with the traditional variational techniques because V<j at 
each step is fixed. Here H° is the Hamiltonian of the solute in vacuo, V<j is 
the electrostatic component of the solute-solvent interaction operator, and 
I Ψ> is the solute wave function. The free energy is expressed in terms of 
the final values of Ε, | Ψ>, and Vq to which nuclear contributions must be 
added (1): 

G = <T | Η ° + ν σ | Ψ > - 1 / 2 < Ψ | ν σ | Ψ > + ν Ν Ν + 1 / 2 υ Ν σ . (2) 

Here V N N is the intrasolute nuclear repulsion term also present in vacuo 
calculations and U N O is the interaction between the solute nuclei and the 
apparent surface charge σ. 

In the direct methods simultaneously optimizing the solute and 
solvent charge densities, the functional to be minimized is not the mean 
value of H° + ν σ , but rather the free energy fuctional G (13). When the 
problem is recast at the Hartree-Fock level, with expansion over a finite 
basis, the minimization of G is reduced to the solution of a pseudo-HF 
equation (12): 

F f C = ESC (3) 
with 

F» = h» +G'(P) = (h + 1/2(J + Y)) + (CKP) + X(P» . (4) 

Here h and G(P) are the usual H F one-electron and two-electron integrals 
matrices, Ρ is the density matrix, J , Y and X(P) collect one-and two-
electron integrals involving interactions with the surface apparent charges. 
(To be more precise, J describes the interactions between the elementary 
solute electron charge distributions and the surface charges having as 
origin the solute nuclear charges, Y describes the interactions between the 
solute nuclei and the surface charges having as source the elementary 
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16 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

solute electronic distributions, X describes the interactions between 
elementary electron distributions and the surface charges they generate). 

The expression of F 1 is different from that of the Fock matrix 
related to equation (1) and applied in the iterative procedure. The two 
approaches are formally equivalent (Cammi, R.; Tomasi, J . J. Comp. 
Chem., to be published) and must give the same values for G and for the 
coefficients C of the wave function. 

The Renormalization of the Surface Charges. This formal 
equivalence is numerically verified only when a renormalization of the 
surface charge σ (or of the point charges q which describe σ) is introduced 
in the computational scheme. The integrated value of σ must in fact satisfy 
a simple relationship with the total charge Q M of the solute: 

Jo(s)ds =(ε-ΐνε Q M . (5) 
Similar relationships hold for the electronic and nuclear components of the 
surface charge (σ = o e + σ Ν ) having as sources the solute electron and 
nuclear charge distributions ( Q M = Q e M + Q N M )· These conditions are not 
satisfied by continuum quantum calculations (one reason is that a portion 
of the electronic charge distribution is spread out of the cavity, by 
definition). The effect of this lack of normalization is different in the 
iterative and direct methods and results without renormalization may 
differ. On this basis it has been stated that there are two alternative 
pictures for the description of the solvation energy. Actually, there is only 
one picture, and the choice is between two alternative but equivalent 
computational methods. 

The introduction of a suitable renormalization permits one to 
recover in actual computations the equivalence of the two methods. In 
addition, the renormalization permits to exploit the formal equivalence 
between J and Y (the first, as said, describes the interactions of the 
elementary electronic solute charge distributions with σ Ν , the second 
describes the interactions of nuclei with 0 e ) that is lost in un-normalized 
calculations, with a further reduction of the computational times. With this 
reformulation the ab initio direct method is almost as fast as the iterative 
method for solutes of small size. 

Analytical Derivatives with the P C Method. Surface 
charge renormalization plays an even more important role in the analytical 
determination of derivatives. Without renormalization no meaningful 
analytical derivatives may be computed in the ab initio apparent surface 
charge methods. 

The expression of G , obtained using equation (3), is: 

G = trPh 1 + 1/2 trPG f(P) + V N N (6) 

where V ' N N = V N N + 1/2 U N N collects nuclear repulsions and nuclei-oN 

contributions to G . From this definition of G we may derive formal 
expressions for its first and second derivatives with respect to the cartesian 
components α and β of the solute nuclear coordinates: 
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2. TOMASI Use of Continuum Solvation Models 17 

G« = trPh*« + 1/2 trPG fa(P) - trS<*W + V « N N (?) 

G«P = tr PPh'« + tr P(hF<*P + 1/2 G««P(P)) - tr S<$W - trS«WP + V < % N (8) 

where S is the overlap matrix and W = PF'P. Some formal relationships 
established by Frisch et al. (14) have been exploited here. 

The expression of the matrix elements of Y and X (J is no 
longer necessary) contains the q e charges describing (I e , that in the matrix 
formulation are given by: 

= -AD- lEe n (9) 

where q e is a column vector whose length is equal to the number of 
tesserae, A is a square diagonal matrix collecting the areas of the tesserae, 
D is a square, non-symmetric matrix collecting the interaction operators 
between surface point charges, and E e

n is a column vector collecting the 
normal components of the electric field, computed at the center of each 
tessera. A similar expression is employed for the q N charges, necessary to 
compute U N N - Note that D only depends on geometric factors (shape and 
size of the cavity, location of the centers of the tesserae). 

The formal expressions (7) and (8), that are valid for each type 
of parameter, are greatly simplified when α and β are specified. We shall 
limit ourselves to parameters describing nuclear Cartesian coordinates. 

In calculating derivatives we consider two significant options: 
derivatives at fixed cavity and full derivatives including cavity surface 
contributions. Here again the main goal of this analysis is to make 
available the data needed to elaborate simpler computational procedures, 
according to the philosophy stated at the beginning of this paper. It is in 
fact possible, for example, that gradient-driven procedures for geometry 
optimization and for reaction path definition can tolerate different 
approximations in the definition of grad G. 

Derivatives at fixed cavity are simpler to compute. The 
elaboration of the formal expressions leads one to recognise that all the 
integrals one needs are of a simple nature and are present in ab initio 
computational packages. The final expressions have a computer demand 
comparable to that required for the corresponding calculations of E a and 
Ε α β in vacuo. 

Derivatives with Surface Cavity Contributions. For the 
calculation of complete derivatives, including cavity surface contributions, 
we cannot exploit the recent developments in the calculation of molecular 
surface derivatives, because we need expressions for single surface 
elements. We recall that the cavity is given by the union of spheres centred 
on the atoms A, B . . . of the solute, with radii R A , RB* · etc. A derivative with 
respect to a geometric coordinate α does not involve a change of the radii. 
When α is a Cartesian coordinate of atom A, the derivative involves the 
surface of the A sphere, and its intersection with the other spheres. The 
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18 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

cavity surface contributions to the derivative are thus of two different 
types: the first regards the derivative of the position of all the tessera 
centres belonging to sphere A ( and thus of the pertinent elements of the D 
matrix); the second regards the shape and size of the fragmentai tesserae 
lying at the separation of sphere A with other spheres. Our algorithms 
reduce all the cases in the definition of derivatives of fragmentai tesserae 
to two basic cases, for which compact analytical formulas have been given. 
To do it we have been compelled to abandon the finite formalism we 
introduced several years ago (15) to define shape area and position of the 
fragmentai tesserae and that can be found in the GEPOL program (16). 

Analys is of the Electron Dis tr ibut ion along the Reaction 
Coordinate. Analysing the shape of the GKR) surface is not sufficient to 
describe the static aspects of a reaction mechanism. Chemists desire to 
understand why the surface (or surfaces) for a given reaction has the shape 
shown by the calculations. This is another point that needs quantum 
continuum models. 

Methods elaborated for the analysis of reactive interactions in 
vacuo may be used here, applying the changes suggested by the higher 
complexity of the problem. Only methods based on a partition of the whole 
system into subunits will be considered here. The subunits may be of very 
different types: VB structures, molecular orbitals of the whole system or of 
some molecular fragments, atoms in molecules, localized orbitals, 
geminals, etc. A few general point may be stressed: 

1) The cavity must be well modelled. 
2) Surface charge renormalization may play an important role. 
3) The quality of the wave function is probably even more important 
than in vacuo 

To satisfy these requirements, a reconsideration of the procedures now in 
use for the evaluation of the solvation energy of simple molecules is 
necessary. Let us consider a simple aspect of the general problem. When 
two molecules A and Β interact to give the initial A B complex from which 
the true reaction starts, there is a partial desolvation problem that must be 
modelled with care. It must be noted that in solution every new interaction 
always replaces another interaction: this does not occur in vacuo. 

A n Example of Analysis. The number of detailed studies on 
reactions in solution is for the moment quite limited. We quote as an 
example a recent study on the catalytic influence of solvent on the aldol 
condensation reaction (Coitino, E X . ; Tomasi, J . ; Ventura, O.N. J. Chem. 
Soc. Faraday Trans., in press). We have utilized here a localized orbital 
(LO) picture to examine in detail the almost contemporary mechanisms of 
bond formation, bond disruption and electron shifts occurring in distinct 
parts of the "solute". The analysis highlights what processes are favoured, 
or disfavoured, by the solvent and how a single water molecule acts as a 
catalyst. For this purpose we have employed several numerical indexes 
related to the LO description of chemical groups we elaborated several 
years ago to study systems in vacuo. These indexes are related to the 
polarity of the LOs, to their degree of localization, to their decomposition 
into generalized atomic hybrid orbitals, to the first and second moment of 
the L O description of chemical groups, etc. The results are satisfactory, but 
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2. TOMASI Use of Continuum Solvation Models 19 

this investigation is spurring us to elaborate new tools for the analysis, 
such as the directional derivatives of the LO indexes starting from the 
Transition State, and the introduction of a partitioning of the reaction field 
acting on solute groups into contributions due to the catalyst and to the 
active and not active groups of the solute. 

The Use of Solvent Dynamical Coordinates. In the sketch of a general 
strategy to study chemical reactions in solution, we indicated the 
possibility (or necessity) of expanding the {R} space to a {R+S} space 
including dynamical solvent coordinates. 

As above noted, considering extra coordinates {S} is not 
equivalent to adding more solvent molecules in the "solute"; it is preferable 
to leave the latter option to other methods, better equipped to deal with the 
dynamics of a system composed by a large number of molecules, for 
example Molecular Dynamics. 

The use of continuum models based on the apparent surface 
charge approach opens the way to other possibilities of defining the {S} 
coordinates. We are referring here to the proposals made by the Basilevsky 
group (17) supplemented by other tentative models advanced by our group 
(18,19). The most promising definitions are related to parameters already 
existing in the continuum models, i. e. the radii of the spheres defining the 
cavity and the charges on the tesserae. We have already partitioned the set 
of surface charges q into two components: q = q e + q N We may introduce 
other partitions, for example into slow and fast components, q = q 8 i 0 w 
+qfast (20), related to relaxation processes occurring in solution with 
different specific times. The slow component is related to the rotational 
relaxation modes of the solvent that are easily identified as pertinent 
dynamical coordinates. In a similar way the position of the cavity surface 
with respect to the nuclei may be used to define analogous dynamical 
coordinates. 

A couple of simple examples may illustrate this statement. Let 
us consider a sudden change of the solute charge distribution (for example 
electronic excitation or photoionization): qf a st follows the solute change 
without appreciable time delay, q si 0w dictates the dynamics of the solvent 
reorganization process via re-orientation of solvent molecules. As a second 
example, let us suppose that in a certain reactive process the motion of 
some atoms is faster than the slow solvent relaxation: here again it may be 
important to consider the time evolution of q slow and of the cavity shape, 
for istance in the form of a delay with respect to the solute transformations 
(19). 

Other partitionings of q may be adopted. Suppose a certain 
dynamical process can be described through the combination of two 
different electronic configurations: Ψ(ΐ) = ci(t) Ψχ + C2(t)4/2 Wl and Ψ2 may 
be, for example, a couple of covalent and charge transfer structures: AB 
and A+B"). We may define two sets of surface charges q i and q2 generated 
by the solute charge distributions | Ψ χ | 2 and | Ψ212, and we may use them 
in dynamical calculations (17). 

Note that similar definitions of {S} coordinates may be obtained 
using continuum quantum methods not based on the apparent charges. For 
example, the expression of the slow component of the polarization vector, 
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20 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

Pslow, in terms of diabatic state contributions has been employed many 
times by the Hynes group (21). A general definition of a complete set of {S} 
coordinates has been recently proposed by Truhlar et al. (-22). In this 
method the solvent dynamical coordinates for a given solute geometry R 
are defined in terms of the polarization vector Ρ obtained at a different 
appropriate solute geometry R 1. 

Solvent Fluctuations. The same approach may also be used 
to describe dynamical processes due to solvent fluctuations. As an example 
we quote a still unpublished attempt to describe the famous outer sphere 
electron transfer process (Cossi M.; Persico M.; Tomasi J . J. Mol Liquids, 
in press). The process is driven, as Marcus has shown (4)9 by an 
appropriate solvent fluctuation. This fluctuation may be modelled using 
the parameters we have introduced. In our tentative model the fluctuation 
has been represented by a change in the shape of the two cavities 
containing the two ions. 

Solvent fluctuations always take place. They may be introduced 
in the model by a suitable change of the surface charge (in this case the 
computed solvation energy is not a free energy and an average over 
fluctuations must then be introduced) (18). 

It may be added that dynamical coordinates are often concerned 
with only a small portion of the solvent surrounding the solute. The 
dynamical coordinates related to the apparent charge and to the cavity 
may describe local and directional effects: it is then sufficient to consider a 
portion of the q 8 i o w charges or the radii of a limited number of atomic 
spheres. 

These first attempts may be modified and improved in later 
work. The large variety of dynamical phenomena taking place in thermal 
and photochemical reactions requires the formulation of many other 
specialized models, some of which are already under development. 

In this section we have discussed some extensions of the 
continuum model, with the aim of treating dynamical problems, in the 
perspective of introducing more "chemistry" in the modélisation. The 
"chemistry", i.e. a level of description able to account for the microscopic 
features that characterise the specific behaviour of different chemical 
systems, is given, at this stage of our development, by the ab initio 
continuum description. The progress of the research will show if simpler 
strategies are possible and what features, not considered until now, are 
necessary to improve our understanding of the dynamics of chemical 
events. 

Anisotropics in Solution. 

A discussion of problems where the use of continuum quantum models is 
advisable and of problems where further development of this approach may 
improve our theoretical tools cannot be confined to chemical reactions 
occurring in dilute solutions and to the evaluation of standard AGhyd 
values. 

Among the various problems deserving a mention we have 
selected the question of anisotropics, because it provides both examples of 
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2. TOMASI Use of Continuum Solvation Models 21 

useful application of the existing methods and cases where further 
progress in the development of the model is within reach. 

The anisotropics may be classified into two broad classes, local 
and large-scale anisotropies. Local anisotropies may be due both to random 
fluctuations (a subject we have already considered when dealing with 
dynamical aspects of reactions) and to permanent solute effects. We stated 
before that these effects may be discarded in the evaluation of A G s o i , but 
actually the model is stressed when the solute bears a large net charge. In 
this case it is better to introduce a field-dependent dielectric constant ε(Ε). 

New Computational Models. The model may be built up by introducing 
a set of nonoverlapping dielectrics, each with a different constant value of 
ε. Classical models consisting of concentric spheres at increasing values of 
ε give fair results for small ions. The description of the medium in terms of 
regions of different but constant ε has been generalized by Bonaccorsi et al. 
(23) and by Hoshi et al. (12) to the quantum model with arbitrary 
definitions of the boundaries among regions. These formulations extend 
the applicability of the model from A G 8 0 i to G and permit one to treat an 
important class of large scale anisotropies. 

Another possible option is to introduce an ε(Ε) or an ε(Γ) 
function in the quantum model. We have recently elaborated a model that 
presents some methodologically significant points (Cossi, M. ; Mennucci, 
B.; Tomasi, J . , unpublished). The introduction of a function ε depending on 
the electric field or on the distance involves giving up both the concept of 
apparent surface charges ab and the related Boundary Element Method 
(BEM) in favour of a diffuse apparent charge distribution pb and a Finite 
Element Method (FEM). F E M approaches applied to diffuse apparent 
charges are not computationally convenient when the usual step definition 
of the dielectric function is used (ε=1 inside the cavity, e=constant outside). 

Both iterative and direct solutions of the variational problem 
are still possible, as well as a matrix formulation of the computational 
model. The variable ε formulations, also viable for neutral solutes, open 
new perspectives in the treatment of solvated ions; in particular the 
definition of the cavity boundary and the dependence of the apparent 
charges on the solute charge Q M may be more properly dealt with. 

Last, we quote a new computational model, addressed to 
describing solvent effects in a medium with a tensorial permittivity (this is 
an example of large-scale ardsotropy, occurring in liquid crystals). In this 
case we have used a combination of apparent surface charges and volume 
charges, Ob + Pb (Mennucci, B.; Cossi, M.; Tomasi, J . , unpublished). The 
computational model is a combination of B E M and F E M procedures used 
for the first time, at the best of our knowledge, in molecular problems. Both 
iterative and direct procedures may be adopted. The examination of results 
obtained with the iterative procedure, accompanied by a decoupling of Ob 
and pb contributions to the interaction operator, gives interesting hints for 
the treatment of the dynamics in such media: a not yet faced problem. 
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Confined Liquids. Another important kind of large-scale anisotropics 
concerns confined liquids. In our opinion, physical phenomena and 
chemical reactions occurring at a boundary surface (liquid/liquid, 
liquid/solid, liquid/gas,), in the crossing of a membrane, and in other 
limited systems can be treated with continuum models, in competition with 
more computer demanding simulation methods. The experience gained 
thus far (see, e.g. refs. (24,25)) indicates that for many systems and 
processes an ab initio quantum continuum description may be replaced by 
simpler methods, including semiclassical ones. 

The variety and complexity of the phenomena that might be the 
object of study is too large to fully cover here. We quote, just as an 
example, the study of catalytic effects in host-guest reactions recently 
performed by the Sakurai group (26). In this field, even more than in other 
fields considered above, the possibility of devising models based on the 
continuum solvation approach and exploiting chemical intuition is large 
and appealing. 

Conclusions 

The concise exposition of the themes we have selected cannot be considered 
a review of these subjects, which are now studied with continuum 
approaches in many laboratories. We have drawn material from our past 
experience, and supplemented it with previews from our Laboratory to 
highlight some points that can be summarized as follows. 

The impact of continuum methods in computational chemistry 
will increase in the near future. There are different ways of using these 
methods: 
1) Computational packages for the evaluation of specific properties (the 
calculation of the solvation free energy is the example chosen here) are 
available and the reliability of the results is increasing. Their use may be 
competitive with other methods, at a lower computational cost. 
2) Modelling of phenomena occurring in solution may exploit several 
features of continuum models. We have suggested some developments 
(related to aspects of chemical reactions and to the occurrence of 
anisotropics in the solution) that are within reach, but several others could 
be added. Here the use of the approach is based on the physical insight and 
ingenuity of the researcher. No general rules can be given. 

Ab initio quantum methods play a pivotal role in both fields. 
They represent a full realization of the model and may be used to validate 
less expensive procedures (solvation energy, some aspects of the reactions, 
phenomena related to anisotropies). Ab initio quantum methods allow the 
analysis of complex events with the help of a wide set of tools, some of 
which have never been tested to study reactions in solution. The number of 
tools may be increased exploiting the information given by continuum 
calculations. The definition of the most appropriate tools, and their 
extension at the semi-empirical and even at the semi-classical level is a 
worthwhile line of investigation. 
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Chapter 3 

Solvation Modeling in Aqueous and 
Nonaqueous Solvents 

New Techniques and a Reexamination of the Claisen 
Rearrangement 

Joey W. Storer1, David J. Giesen1, Gregory D. Hawkins1, 
Gillian C. Lynch1, Cristopher J. Cramer1, Donald G. Truhlar1, 

and Daniel A. Liotard2 

1Department of Chemistry and Supercomputer Institute, University 
of Minnesota, 207 Pleasant Street, S.E., Minneapolis, MN 55455-0431 

2Laboratoire de Physico-Chimie Theorique, Université de Bordeaux 1, 
351 Cours de la Liberation, 33405 Talence Cedex, France 

This chapter presents an overview of recent improvements and 
extensions of the quantum mechanical generalized-Born-plus-surface
-tensions (GB/ST) approach to calculating free energies of solvation, 
followed by a new treatment of solvation effects on the Claisen 
rearrangement. The general improvements include more efficient 
algorithms in the AMSOL computer code and the use of class IV charge 
models. These improvements are used with specific reaction 
parameters to calculate the solvation effect on the Claisen 
rearrangement both in alkane solvent and in water, and the results are 
compared to other recent work on this reaction. 

1. Introduction 

The kinds of reaction pathways that one typically encounters in aqueous 
solution often differ qualitatively from those in the gas phase or in nonpolar solvents, 
even when water does not play a structural or catalytic role in the chemical reaction. 
Much of the controlling influence of the solvent in aqueous chemistry can be 
understood in terms of the thermodynamic solvation parameters of reactants, 
products, and transition states. Thus, as is so often the case in chemistry, a 
reasonable starting point for a quantitative understanding of chemical processes 
occurring in aqueous solution is the thermochemistry (1,2). Chemical equilibria are 
controlled by free energies, and rates—according to transition state theory (3)—are 
controlled by free energies of activation, so the free energies of hydration are the 
central quantities in the thermochemistry. This chapter is primarily concerned with the 
free energy of aqueous solvation, also called the free energy of hydration. We also 
consider the free energy of solvation in a nonpolar condensed medium, in particular 
hexadecane. 

0097-6156/94/0568-0024$09.08/0 
© 1994 American Chemical Society 
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3. STORER ET AL. Solvation Modeling in Aqueous & Nonaqueous Solvents 25 

Our discussion is focused on a class of quantum mechanical-continuum 
dielectric models, called the SMx models (4-10). The original versions were SMI 
(4), SMI A (4), SM2 (5J, and SM3 (6)y a newer version is SM2.1 (8)y and a version 
under development is SM4A (9). These versions are all for water solvent. 
Parameterized versions for hexadecane solvent, called SM4C (10) and SM4A (9) (the 
latter having the same coulomb radii as the water SM4A model, and hence sharing the 
same name), are also under development These models are concerned with transfer 
of a solute from the gas-phase into dilute solution. They are based on a quantum 
mechanical treatment of the internal electronic structure of a solute combined with a 
treatment of the solvent modeled as a nonhomogeneous continuum. The 
nonhomogeneity is very simple, consisting of an environment-specific first hydration 
shell superimposed on a homogeneous bulk dielectric medium. The interaction of the 
solute with the dielectric continuum is treated by classical electrostatics using partial 
charges on solute atoms, calculated either by Mulliken analyses (11-13) of neglect-of-
diatomic-overlap (14-17) (NDDO) electronic wave functions or by new class IV 
charge models (18) based on semiempirical mappings of quantum mechanically 
derived partial charges. 

The general framework of the SM JC models is described extensively 
elsewhere, especially in overviewing (7,19,20) the SM2 and SM3 models, so this 
basis is reviewed only briefly here. This is done in Section 2, which also briefly 
reviews the difference of the aqueous models from the models (SM4C (10), SM4A 
(9)) developed for hexadecane. Section 3 reviews recent algorithmic improvements 
(8) in the implementation of these models in the AMSOL code (21). Section 4 reviews 
a new charge model ( 18), which is used in the SMx models for χ = 4. 

Section 5 presents our first example of a new approach to solvation modeling, 
namely the use of parameters for a specific reaction or a specific range of solutes. 
This is called specific-reaction or specific-range parameterization (SEP) to distinguish 
it from using general parameterizations such as SM2.1 or SM4A, which have 
compromise parameters designed to model a broad range of solutes with a single 
parameter set. By targeting a specific range of solutes or reactions, the new approach 
allows faster parameterization and more accurate semiempirical predictions for the 
targeted systems. Section 6 presents an application of the SRP parameters of Section 
5 to the Claisen reaction and compares the results to other recent work. 

2. The SM2 and SM3 Models 

In the SM2 and SM3 solvation models, we calculate the standard-state 
solvation free energy AG^ as a sum of two terms 

AG°(aq) = AGENP(aq) + G ° D S ( a q ) (1) 

where 

AGENP(aq) = AEEN(aq) + Gp(aq). (2) 

AEnN(aq) is the change in the internal electronic kinetic and electronic and nuclear 
coulombic energy of the solute upon relaxation in solution, which is driven by the 
favorable electric polarization interaction with the solvent. Gp(aq) is the electric 
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26 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

polarization free energy, including both this favorable solute-solvent interaction and 
the unfavorable change in solvent molecule-solvent molecule interactions. Finally, 
®CDS ^ ^ e cavitation-dispersion-solvent-structural free energy. 

In AGENP(aq), the solvent is treated as a continuum dielectric with bulk 
properties, and AGENP itself is the net favorable resultant free energy change due to 
bulk volume electrostatic effects. The solute internal, solvent internal, and solute-
solvent effects are treated self-consistently by including the thermodynamic 
electrostatic effect as an operator in a self-consistent-field (SCF) semiempirical 
molecular orbital (MO) calculation on the solute, and this M O calculation is carried 
out by either of two popular parameterized models, namely Austin Model 1 (AMI) 
(16) or Parameterized Model 3 (PM3) (17). 

The second term in eq. 1, G ^ D S , accounts for deviations from the first term 
due to the fact that the molecules in the first hydration shell of the solvent do not 
behave in the same way as the bulk dielectric. Thus, it includes the free energy of 
cavity formation, the short-range solute-solvent dispersion forces, and solvent-
structure changing effects such as hydrogen bonding, the tightening of the first 
hydration shell around hydrophobic solutes, and the different degree of solvent 
polarization in the first hydration shell as compared to the bulk. 

We approximate Gp(aq) by a version of the generalized (22-25) Born (26) 
equation. This is a generalization of Bom's treatment of a monatomic ion immersed in 
a dielectric medium. The generalization requires a form for two-center interactions in 
the dielectric medium and for treating the screening of some parts of the solute from 
the dielectric by other parts of the solute. Our treatment of these aspects of the 
generalization is based on the work of Still et al. (27). The generalized Born equation 
is given by 

where ε is the solvent dielectric constant, qj is the net atomic partial charge on atom i 
of the solute, and γ^- is a one-center (i = i') or two-center (i Φ i') coulomb integral. 
In the SMx models, these integrals are given by 

where oti is the radius of the Born sphere associated with atom i , τα* is the interatomic 
distance between atoms i and i \ Cu'far) is given by 

(3) 

γ ί Γ = { r r 2 + a i a r C r ( r r ) } - l / 2 f (4) 

Cii-Oir) = C r (0 ) ( r r ) + Ci i ' (D(r r ) , (5) 

where 

Cii'<°> = exp(-rii ' 2/d(°)aiai '), (6) 

d(°) is an empirically optimized (7) constant equal to 4, and Qi^ 1 ) is given by 
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3. STORER ET AL. Solvation Modeling in Aqueous & Nonaqueous Solvents 27 

M l 

d^expl 

0, 

(-^/{•-h-Wf}) (2) 
r . . / — r>./ < r £ > 

11 

,(7) 
otherwise. 

The constant du'W is a new semiempirical element first introduced in SMI (4) and is 
nonzero only for O-O and N - H interactions. 

For the monatomic case, there is only a one-center term (i = ι = 1), and a i 
is set equal to a semiempirically determined intrinsic Bom radius, pi, where 

P i = P i ( 0 ) + p . ( l ) q; + q, 
a r c t a n i l (°) 1 

- + — 
2 

(8) 

and where q^1) has been fixed at 0.1. Notice that the intrinsic Born radius depends on 
the atomic charge qi, which is an integer for monatomic solutes. However, we also 
use eq. 8 as a starting point for polyatomic solutes, in which case qi is not an integer. 
In the multicenter case, ax is determined numerically, following the dielectric 
screening model introduced by Still et al. (27). In this procedure aj is chosen so that 
the Gp derived as in a monatomic case is equal to the Gp obtained by integrating 
about the atom the difference in the electronic free energy density fields of the charge 
distribution isolated in a vacuum and immersed in the dielectric solvent. Thus we 
calculate 

where A(r,{pj-}) is the numerically determined exposed surface area of a sphere of 
radius r centered at atom i , i.e., that area not included in any spheres centered around 
other atoms when those spheres have radii given by the set {pi'}. (A sphere with 
such a radius is called a Bom sphere in Section 3.) This area times dr is the part of the 
volume of the shell from r to r + dr around atom i that is in the solvent. 

The Ε, N , and Ρ terms are obtained from the density matrix Ρ of the aqueous-
phase SCF calculation as 

GENp(aq) = ̂ X Ρ μ ν ( Η μ ν + Ρ μ ν ) + Ι £ (10) 
z μν z i . iVi Γ ϋ ' 

where Η and F are respectively the one-electron and Fock matrices, μ and V run over 
valence atomic orbitals, and Zj is the valence nuclear charge of atom i (equal to the 
nuclear change minus the number of core electrons). The Fock matrix is given by 

Ρμν = Ρ[1ν) + δμνί ΐ -7ΐ £ (zv - Ρ μ Υ ^ , (11) 
v εΛ',μ'.ι' 
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28 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

where F<°) is the gas-phase Fock matrix, and δ μ ν is a Kronecker delta. F(°) and Η 
are the same as for gas-phase calculations (14-17). The density matrix is determined 
self-consistently in the presence of solvent Then 

AGENP(aq) = GeNP(aq) - EEN(g) (12) 

The remaining contribution to the free energy of solvation beyond AGeNp(aq) 
for all SMx models is calculated from 

G&Ds(aq)=t Σ (σ!? )(λ) + 4 1 ) (λ)[ρ ι ^ί ί ' ) ) ]}Α Γ (β ί . (λ) ,Κ8(λ) > {β ι })(13) 

where σ|?; and σ|Ρ are atomic surface tension parameters, λ is defined below, Λ = 
for water and Λ = 2 for hexadecane, F r is a function of the bond orders b^1 ' 

1 
Fj- is a function of the bond orders b v* 7 to 

atom i \ and Αί'(βΗλ), RsM» {βί}) is the solvent-accessible surface area for atom 
i ' . The latter is defined as the exposed surface area of atom i ' , which equals the 
exposed surface area of the atom-centered sphere with radius 

Μλ) = R r + Rsft) (14) 

where Rr is the van der Waals radius of atom i ' , and Rs(X) is a solvent radius, taken 
for water as 1.4 Â. Exposed area is defined in this step as area that is not contained in 
any of the other atomic spheres when they also have radii given by eq. 14; this is why 
A j ' depends on the full set of {βί}. Notice that A\- represents the area of a surface 
through the first solvation shell around atom i ' , and thus, for a continuum solvent, it 
is proportional to the average number of solvent molecules in the first hydration shell 
(28-30). In this model then, dispersion, solute-solvent hydrogen bonding, and 
disruption of solvent-solvent hydrogen bonding, as in the hydrophobic effect, are all 
assumed proportional to the number of waters that fit in the first hydration shell. This 
was the original motivation for making the nonhomogeneous part of the contribution 
to the first-hydration-shell free energy proportional to solvent-accessible surface area. 

The bond orders are defined as elements of the covalent bond index matrix 
(31) as follows: 

(b(i'>) = Β ^ , (15) 

Note that the precise form of the function F f in eq. 13 depends on which solvation 
model is under consideration. In the SM4-SRP model presented in section 5, all a^P 
are defined to be zero, so that no specification of F i - is required. This is a 
simplification relative to SM2, SM2.1, and SM3. 

The essential physics behind the assumption that eq. 13 can represent the 
hydrophobic effect is consistent with a recent simulation study (32) of the hydration 
entropy of inert gases, which are often taken as atomic examples of hydrophobic 
solutes. This study showed that the solute-water orientational correlations are 
essentially confined to the first hydration shell and, within about 15%, are 
proportional to the number of water molecules in the first hydration shell. This is very 
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3. STORER ET AL. Solvation Modeling in Aqueous & Nonaqueous Solvents 29 

encouraging although, of course, a more complete understanding of the first 
hydration shell must also take into account hydration enthalpies and the changes that 
occur for polar solutes. In a recent paper, Alary et al. (33) studied the hydration 
structure around a protein complex by molecular dynamics including 9154 explicit 
H2O molecules. They found that the arrangement of first-shell water molecules 
strongly depends on the local nature of the protein surface and that the perturbation of 
the water structure by the protein essentially does not extend beyond one water layer. 
They concluded that the hydration structure in the immediate vicinity of any residue 
might be derived from data on this residue as a solute. A l l these conclusions are 
consistent with the present semiempirical approach in which the local surface tension, 
accounting for deviations from bulk solvent behavior in the first hydration shell, 
depends on the local character of the solute surface and is parameterized on the basis 
of small solutes. 

For water, we use only one solvent radius, i.e., Λ = 1. In modeling 
solvation energies in hexadecane, on the other hand, we have used Λ = 2, with 
Rs(l) representing the short range of the dispersion forces and Rs(2) the long-range 
structural distortion of the solvent by the solute. This is a critical distinction between 
water and hexadecane. The water molecule, being small, is close enough to the solute 
for all its atoms to interact directly, whereas in a larger solute, dispersion affects only 
the closest subunits to the solute. Where Λ = 2, we may denote the solvent-
accessible surface area calculated with λ = 1 as the area of the "dispersion shell" and 
solvent-accessible surface area calculated with λ = 2 as the area of the "structural 
solvation shell." For water both shells are taken as the traditional first solvation shell. 

The parameters in the SMJC models are adjusted to reproduce experimental 
data (34-37) for free energies of solvation. In parameterizing SMI , SMI a, SM2, and 
SM3, a specific approximately converged quadrature scheme was used for eq. 9, and 
the parameters made up for systematic deviations of these quadratures from 
converged ones. As discussed further below, the SM2.1 and SM4-type schemes are 
parameterized using well-converged quadratures. 

3. Algorithms 

A critical computational step that occurs repeatedly in the SMJC solvation 
models, as just reviewed, is the calculation of the exposed surface area of an atom-
centered sphere in the presence of several other spheres, centered at the other atoms 
of the solute. This step occurs in two contexts. First it occurs in the calculation of the 
electrostatic energy, where the singled-out sphere is either the Born sphere of one of 
the atoms or one of the enlarged spheres that occur as quadrature nodes in eq. 9, and 
the other spheres are the Born spheres of the other atoms. Second it occurs in the 
calculation of solvent-accessible surface areas of eq. 13 where the spheres are all van 
der Waals spheres augmented by the half-width, Rs(A), of the dispersion shell or 
structural solvation shell. In order to perform the calculations efficiently, we need an 
efficient algorithm to calculate these exposed surface areas and an efficient quadrature 
scheme for eq. 9. An efficient scheme for the latter will minimize the number of 
exposed surface areas to be calculated. Another way to minimize this number is by 
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30 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

employing efficient SCF convergers since the dielectric screening calculation is 
embedded in the SCF process. 

We next summarize some recent improvements we have made that speed up 
the exposed-surface-area calculation and that minimize the number of such 
calculations required. 

Exposed Surface Area Calculations. The AMSOL code allows a choice 
of 3 algorithms: DOTS, GEPOL, and ASA. 

DOTS. The DOTS algorithm is discussed elsewhere (7). It has been greatly 
speeded up since the first released version of AMSOL. 

GEPOL. The GEPOL algorithm has also been discussed in detail elsewhere 
(38,39). 

ASA. The A S A algorithm (8) is based on an analytic calculation of each 
exposed surface area Aj. It has seven steps for a given sphere i : 

(1) Using triangular inequalities on interatomic distances and sphere radii, we 
set up a list L<!) of spheres that intersect sphere i . If sphere i is completely embedded 
in another sphere or not intersected by any other sphere, Aj is either 0 or 4π times the 
radius squared, and steps 2-7 are not needed. 

(2) We note that each sphere j that intersects i defines a spherical cap S O , 
which is the portion of the surface of i that is contained in j . For each sphere j that 
intersects sphere i , we calculate the cosine of the angle between the unit vector from 
the center I of i to the center J of j and a vector from I to any point on the circle of 
intersection of i and j . 

(3) We define a connectivity matrix C® whose element CJ£ is true if SCγ 
intersects S C ^ and is otherwise false. Any spherical cap embedded entirely m 
another (larger) one or buried by two spherical caps is deleted from consideration at 
this stage. 

(4) We calculate the buried surface area from isolated spherical caps and then 
delete them from tP\ making a new shorter list 

ι ° (ψ) ι 
(5) For each pair j , k of spheres in Lj ' that intersect on the surface of i , we 

calculate unit vectors from I to the intersection points. We make a list of all such 
points that are not interior to any spherical cap SCj where 1 * j , k. These are called 
free junction points. Spherical caps that are buried by more than two other spherical 
caps are detected at this stage and deleted from Lp\ making a shorter list L | 3 \ Also at 
this stage we check for junction points that are nearly shared by the circular 
intersections with i of more than two spheres. If these are detected, the radius of 
sphere i is increased by a factor of 1 χ 1 0 - 1 1 to avoid roundoff instabilities in a later 
step. In this step, special attention was paid to avoiding unnecessary calculations of 
trigonometric functions and to re-using information from previous steps where 
possible to save work. 

(6) For each spherical cap in Lv. \ we select a free junction point from its 
circular boundary as a starting point. The angles from the starting point to the center 
of the circular intersection to each of the other free junction points are then calculated 
and sorted by magnitude. There is an odd number of such angles. The smallest such 
angle is either the vertex of a spherical polygon or the vertex of a spherical cap slice. 
If the smallest angle is due to a spherical cap slice, then the sum of the odd angles 
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3. STORER ET AL. Solvation Modeling in Aqueous & Nonaqueous Solvents 31 

minus the sum of the even angles can be used to determine the contribution to A i from 
spherical cap slices. Otherwise, 2π minus this quantity is used. 

(7) Using CW, we then count the number of spherical polygons, calculate the 
interior angles of each junction point vertex and add these to the sum of the interior 
angles of the intersection-centered vertices for the spherical polygons, the sum of the 
unused quantities in step 6. With this information, the contribution to A i from 
spherical polygons can be calculated. Finally, by subtracting the surface area 
embedded in spherical caps, spherical cap sections, and spherical polygons, we 
obtain the exposed surface area of sphere i in a set of spheres. 

Radial Quadratures for Dielectric Screening. The new algorithm for 
calculating the integral on the right side of eq. 9 begins by identifying a radius R for a 
sphere centered at I (the nucleus of atom i) such that a sphere of this radius would 
engulf all the Born spheres of the other atoms. Then we write 

(16) 1 f R . a(r) 1 
— = d r - V + — 
04 J Pi r 2 R 

where 

a ( r ) = ^ f c % l l . ( 1 7 ) 

Next we define a sequence of quadrature segments [bm_i, b m ] by 

ÎPi, m = 0 
b m = i t (18) 

[bm-1 +T 1 ( l + F ) m 4 , m = 1,2,3,...,M 

where Τι is determined by a two-step process. Starting with an input value of T i we 
calculate the minimum value of M such that b \ i ^ R. Then for this M , we set 

b M = R (19) 

and recalculate T i to make this relation precisely true. Then we approximate a(r) by 

a(m)(r) = c (

Q

m ) + c f }r b m _i < r < b m (20) 

by equating a(r) to the numerically calculated values at the segment boundaries. This 
yields 

i . = ^ l +
 M £ a ( b m ) - a ( b m _ l ) [ l n b m _ l n ] ( 2 1 ) 

<*i Pi ^ bm-bm-1 L J 

This algorithm yields good accuracy with less steps than were required by the 
previous one. One has two choices: (i) speed up the code greatly with systematic 
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32 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

errors in the integration similar to those in SM2 and SM3 or (ii) speed up the code 
slightly with greatly improved convergence of the integrations. We chose the latter 
option as the basis of our parameterization for SM2.1 and the various SM4-type 
models. The default values of T i and F for SM2.1 and SM4-type models are 
T i = 0.15 À and F = 0.20, but in cases where speed is of the essence the user may 
opt for lower levels of convergence. The user may also run in fixed-M mode in cases 
where strict continuity of the results as a function of geometry or initial guess is 
important. 

SCF Convergers As is well known, self-consistent fields governing the 
motions of electrons in molecular orbital calculations are achieved numerically by an 
iterative process. In gas-phase calculations the field in question is supplied by the 
nuclei and the other electrons. For molecules in solution, the free energy of solvation 
also contributes to the field, i.e., to the Fock operator (25). In devising an iterative 
strategy (which is always more of an art than a science), we should keep in mind that 
an update of the solvation terms is more costly than several SCF cycles with frozen 
solvation terms, with the precise value of "several" increasing with the average value 
of M in Section 3. Therefore an efficient code will need to be able to freeze or 
unfreeze the updates to the solvation terms in the Fock operator by some adaptive 
procedure. One must balance costs, though, against the counterconvergent nature of 
making an update after several cycles with frozen solvent if that update is too abrupt. 
Versions 4.0 and later of AMSOL involve damped updates at adaptively selected 
cycles. If the SCF converges without problems, damping is rapidly decreased. If 
problems are encountered, then, at first the damping factor is increased. If this does 
not cure the bad convergence, a damped level shift option is employed as the method 
of last resort. 

4. New Charge Model 

The traditional approach to semiempirical molecular orbital theory has placed 
all the parameters in the Hamiltonian, or equivalently in the Fock operator. Then, 
having obtained a wave function, it is used and analyzed by the same methods as if it 
were an ab initio wave function (e.g., Mulliken analysis (11-13), electrostatic 
potential fitting (40-42), etc.). We have recently proposed a new class of charge 
models that use a different philosophy (18). In particular an additional semiempirical 
layer is inserted between the semiempirical wave function and the physical 
observables inferred from it. This is accomplished by mapping partial charges 
obtained from the semiempirical wave function onto a new set of charges, q £ M , with 
the parameters of the mapping itself obtained from a general or specific 
parameterization. Like partial charge models based on fitting discrete charge 
representations to electrostatic potentials calculated from the full continuous wave 
electronic probability densities, the C M charge models make up for the errors inherent 
in using a discrete set of partial charges, but unlike electrostatic fitting charges, they 
also make up for the deficiencies (42c) of the electronic structure level and basis set 
employed because the parameters are fit to experimental data. 
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3. STORERETAL. Solvation Modeling in Aqueous & Nonaqueous Solvents 33 

In the new charge models, the mapping occurs in two stages. The 
semiempirical Mulliken charge, for a given atom, k, is first adjusted by a 
parameterized change Δ%, 

q k = q (

k

0 ) + B k A q k , (22) 

In the second step of the mapping, the partial charges are readjusted to force the total 
charge on the molecule or ion to be the proper integral value (zero for neutrals). This 
is done by shifting charge locally between each atom whose charge has been adjusted 
and the atoms to which it has nonzero bond order. The final partial charge is then 

q £ M = q (

k

0 ) + B k A q k - £ B k r A q k , 
k'*k 

(23) 

where Bkk' is the covalent bond index (31) between atoms k and k'. The sum of the 
bond orders from atom k to all other atoms is B^. The following sum serves to ensure 
the charge is conserved in the mapping. 

B k - Σ B kk ' -
k'*k 

(24) 

where Bk is the sum of the covalent bond indices of atom k to all other atoms. 
In work published elsewhere (18) we present new general parameterizations 

of such charge models, based on a large database of ions and neutrals. In the present 
study we use an early version parameterized only against neutral molecules. In the 
version we use here, q ^ is obtained by Mulliken analysis of the A M I wave 
function, and A q k is obtained by 

AQk 

-0.0283 

ai447XBtt, 
k' 

0 

k = 0 

k = H, k' = Ο 

k = C 
(25) 

The parameters in eq. (25) were obtained from a database including 12 alcohols, 8 
esters and lactones, 16 aldehydes and ketones, 9 acids, and 10 ethers. The root mean 
square (RMS) error between dipole moments derived from the new point charges and 
experimental dipole moments is 0.23 Debye for these 55 compounds. Point-charge 
dipole moments calculated from the unmodified A M I Mulliken charges for the same 
set have an RMS error of 0.48 Debye. A comparison between dipole moments 
derived from the new point charges and those from the ab initio HF/6-31G* density 
or electrostatic potential for 7 representative members of the set (methanol, methyl 
formate, formaldehyde, cyclopropanone, acetic acid, dimethyl ether, and 
tetrahydrofuran) showed errors (compared to experiment) of 0.29 Debye for the 
dipoles from C M charges, 0.31 Debye for the dipoles from the Hartree-Fock density, 

D
ow

nl
oa

de
d 

by
 M

O
N

A
SH

 U
N

IV
 o

n 
O

ct
ob

er
 2

6,
 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e:
 S

ep
te

m
be

r 
29

, 1
99

4 
| d

oi
: 1

0.
10

21
/b

k-
19

94
-0

56
8.

ch
00

3

In Structure and Reactivity in Aqueous Solution; Cramer, C., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1994. 



34 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

and 0.31 Debye again for the dipoles corresponding to charges obtained from 
Hartree-Fock electrostatic potential. The electrostatic fitting was carried out by the 
ChelpG method (42a,b). 

Of course, as for any semiempirical method, there is the possibility that 
unphysical results will be obtained for compounds dissimilar to the test set used in 
development, but since the algorithm is linear and the test set contains diverse 
elements, such problems are not expected to be serious. Figure 1 compares the 
partial atomic charges for one example, benzaldehyde, which was not in the data set 
used for parameterization, as calculated at a variety of levels. The excellent perform-

.15, .002 

.09 ->.10 

.22,. 12 

.13 -».13 

-.20, -.18 
-.08 -»-.09 

-.21,-.07 
-.14 ->-.14 

.21, .10 

.14 ->.14 .21, .11 
.14 -> .14 

.21,.11 

.14 -» .14 

Experiment μ = 2.8 

Mulliken, ChelpG 4.0, 3.5 
AMI -> AMI-CM 2.6 -> 2.9 

Figure 1. Partial charges and dipole moments (in Debye) for benzaldehyde. 
Next to each atom are shown four partial charges. Row 1 contains partial charges 
calculated by Mulliken analysis (given first) and ChelpG analysis of the 
HF/6-31G* wave function at the HF/6-31G* optimized geometry. Row 2 
contains partial charges calculated by Mulliken analysis or the new charge model 
form the A M I wave function at the A M I optimized geometry. Below the 
molecule is given the experimental dipole moment, and below that are given 
dipole moments calculated from each of the four sets of partial charges described 
above in the same order. 
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3. STORER ET Solvation Modeling in Aqueous & Nonaqueous Solvents 35 

ance of the new charge model for this molecule, as judged by its comparison to both 
the experimental dipole moment (43) and that derived from the MP2/6-31G* 
continuous density, illustrates the robust nature of the mapping. Of particular note is 
the effect of the mapping on the carbonyl bond dipole, which is considerably 
increased relative to the A M I Mulliken charge result. The polarization is still larger 
for the HF/6-31G* Mulliken or electrostatic-potential fitted charges, but these 
methods both lead to charges that overestimate the dipole moment derived therefrom. 

The utility of the more accurate charges yielded by the new charge model is 
discussed below in the context of solvation modeling. 

We note that in SMI , SMI a, SM2, SM3, and SM2.1, the electrostatic term, 
AGENP» suffers deficiencies from the inaccuracy of the A M I and PM3 charge 
distributions. These are absorbed into the parameterized surface tensions. Solvation 
models based on charges obtained from the new kind of charge model, on the other 
hand, are called SM4-type solvation models, e.g., SM4A, SM4C, SM4-SRP, and 
are expected to be less prone to such systematic deficiencies. 

5. Specific Reaction Parameters for the Claiseii Rearrangement 

The critical step in the advancement of semiempirical molecular orbital theory 
from a promising approach studied by theoretical chemists to an everyday tool in the 
laboratory was the development of general parameterizations, such as CNDO/2 (44), 
INDO/S (45), MINDO/3 (46), etc. The current working-horse general 
parameterizations are A M I (16) and PM3 (17). General parameterizations are not, 
however, the only way in which semiempirical molecular orbital theory can be useful. 
For example, one may want to study a particular class of compounds for which the 
general parameterization is known to have systematic errors. Alternatively, one may 
not have sufficient experimental data or enough time available to calibrate a general 
parameterization for a particular solvent at a given level of theory. In such cases, a 
parameterization for a specific range of compounds or an individual reaction might be 
useful. We call this an SRP model, as mentioned in the introduction. SRP-type 
models have been used for gas-phase studies of reaction dynamics (47-49); we apply 
them here to solvation. The original goal of developing SRP models is to provide a 
convenient and flexible way of studying specific reactions or ranges of compounds, 
but another possible use would be to illuminate the nature of the deficiencies of 
general models. 

In this section we present SRP solvation model in both water and hexadecane 
as an example of the new approach. The organic reaction in this case is the Claisen 
rearrangement, a [3,3] sigmatropic shift which converts an allyl vinyl ether into a γ,δ-
unsaturated aldehyde (Figure 2). The reaction itself will be discussed more fully 
inthe next section. Here, we first select a data set, and then we select a functional 
form for the SRP parameterization. The SRP solvation model that is presented in this 
section will be denoted SM4-SRP where the 4 denotes that it is based on CM-type 
charges, as explained at the end of Section 4. More specifically, we use the A M I 
Hamiltonian and C M charges so an unnecessarily complete but more descriptive name 
is AM1-CM-SM4-SRP, just as SM2 may be called AM1-SM2 to emphasize the 
Hamiltonian. 
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ο 
C 0 2 H 

C 0 2 H 

H0 2 C 
C 0 2 H 

OH OH 

Figure 2. The Claisen rearrangement converts allyl vinyl ether to 4-pentenal. 
Also shown is the Claisen rearrangement which converts chorismic acid into 
prephenic acid, and important step in the biosynthetically important shikimic acid 
pathway. 

An appropriate data set for determining SRP parameters for the Claisen 
rearrangement should include alkanes, alkenes, six-membered rings, ethers, 
aldehydes, and conjugated double bonds, since these are the functional groups 
involved in the reactants, products, and transition state. Within this range, we choose 
a representative set of molecules based on the availability (34-37) of experimental free 
energies of solvation. The number of parameters to be determined was reduced to a 
minimum by setting all dΦ = 0. Parameters σ . ^ for the SM4-SRP model are 
defined to be zero. The optimal values of the SRP parameters are provided in Table 1, 
and the performance of the SRP models for the parameterization test set is detailed in 
Table 2. The hexadecane SRP model has an encouragingly small overall root-mean-
square (RMS) error of 0.5 kcal/mol. The water SRP model is good at predicting the 
hydrophobic effect for hydrocarbons; it exhibits somewhat larger errors for the 
{C,H,OJ compounds, with a tendency to underestimate the solvation free energies of 
ethers while overestimating those for aldehydes. Similar behavior was noted for SM2 
(5,7). 

6. Solvation Effects on the Claisen Rearrangement 

The Claisen rearrangement is an electrocyclic reaction converting an allyl vinyl 
ether into an unsaturated aldehyde or ketone via a [3,3] sigmatropic shift (Figure 2). 
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Table 1. Optimized parameters for the Claisen SM4-SRP models (distances are in 
Angstroms, charges in electronic charge units, and surface tensions in cal mol"1 À - 2 ) 

Parameter 

Water n-Hexadecane 

Parameter H C 0 H C Ο 

P ? 0.590 1.798 1.350 0.590 1.798 1.350 

Pi" 1.283 0.000 0.000 1.283 0.000 0.000 

<F -0.300 0.000 0.000 -0.300 0.000 0.000 

1.200 1.700 2.000 1.200 1.700 2.000 

<>(!, 8.886 -6.910 -6,424 -48.000 -56.200 -42.900 

<f><2) 16.700 16.700 16.700 

RsU) 1.400 1.400 1.400 2.000 2.000 2.000 

Rs(2) 4.900 4.900 4.900 

Table 2. Calculated SM4-SRP and experimental free energies of solvation (kcal/mol) 
for hydrocarbons, aldehydes, and ethers 

Water «-Hexadecane 

Calculated Calculated 

ENP CDS Total Expt. ENP CDS Total Expt. 

Hydrocarbons 
ethane -0.05 1.38 1.33 1.83 -0.03 -0.60 -0.63 -0.66 
propane -0.03 1.66 1.62 1.96 -0.02 -1.34 -1.36 -1.42 

butane 0.01 1.93 1.94 2.08 0.01 -2.08 -2.07 -2.19 
pentane 0.06 2.20 2.26 2.38 0.03 -2.82 -2.79 -2.94 

2-methylpropane 0.00 1.82 1.82 2.32 0.00 -1.99 -1.99 -1.91 

hexane 0.12 2.47 2.59 2.49 0.06 -3.55 -3.49 -3.63 
2-methylpentane 0.10 2.28 2.38 2.88 0.05 -3.29 -3.24 -3.45 
cyclohexane 0.04 2.25 2.30 1.23 0.02 -2.64 -2.62 -3.96 
heptane 0.17 2.75 2.92 2.62 0.09 -4.29 -4.20 -4.32 

2,4-dimethy lpentane 0.16 2.41 2.57 2.88 0.08 -3.87 -3.79 -3.87 
octane 0.23 3.02 3.25 2.89 0.12 -5.03 -4.91 -5.01 
neopentane 0.02 1.94 1.97 2.50 0.01 -2.53 -2.52 -2.47 
benzene -2.12 0.88 -1.24 -0.87 -1.03 -2.71 -3.74 -3.81 

Continued on next page 
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Table 2. Continued 

Water n-Hexadecane 

Calculated Calculated 

ENP CDS Total Expt. ENP CDS Total Expt 

toluene -2.11 1.23 -0.88 -0.89 -1.02 -3.35 -4.37 -4.55 
o-xylene -2.15 1.50 -0.65 -0.90 -1.01 -4.00 -5.01 -5.36 
m-xylene -2.10 1.58 -0.52 -0.84 -1.05 -3.87 -4.92 -5.26 
/>-xylene -2.08 1.59 -0.49 -0.81 -1.00 -4.00 -5.00 -5.25 
R M S error 0.42 0.37 

{H,C,0} cmpds 
dimethyl ether -2.19 0.83 -1.36 -1.90 -1.62 -0.39 -2.01 -1.67 
diethyl ether -1.74 1.74 0.00 -1.63 -1.44 -1.15 -2.59 -2.47 

dipropyl ether -1.39 2.31 0.92 -1.15 -1.35 -1.88 -3.23 -3.09 
diisopropyl ether -1.36 2.10 0.74 -0.53 -1.41 -2.62 -4.03 -3.77 
dibutyl ether -1.25 2.85 1.60 -0.83 -2.11 -3.13 -5.24 -5.43 
anisole -3.55 0.84 -2.71 -2.44 -1.29 -3.36 -4.65 -4.59 
tetrahydropyran -1.96 1.56 -0.40 -3.12 -1.26 -4.10 -5.36 -5.26 
dioxane -3.59 0.85 -2.74 -5.05 -1.23 -4.83 -6.06 -5.96 
phenetole -3.32 1.31 -2.01 -2.21 -1.20 -5.57 -6.77 -6.68 

acetaldehyde -5.22 0.28 -4.94 -3.50 -0.74 -0.78 -1.52 -1.28 

propanal -4.57 0.70 -3.87 -3.44 -0.63 -2.49 -3.12 -2.80 
butanal -4.30 0.97 -3.33 -3.18 -0.49 -3.97 -4.46 -4.07 

pentanal -4.26 1.24 -3.02 -3.03 -0.50 -3.67 -4.17 -3.48 
benzaldehyde -5.79 0.19 -5.60 -4.02 -0.42 -5.44 -5.86 -5.45 
hexanal -4.17 1.52 -2.65 -2.81 -1.52 -3.45 -4.97 -5.35 
heptanal -4.13 1.79 -2.34 -2.67 -0.71 -2.18 -2.89 -4.07 
octanal -4.06 2.06 -2.00 -2.29 -1.35 -1.72 -3.07 -3.84 

nonanal -4.01 2.33 -1.68 -2.08 -1.42 -4.30 -5.72 -5.64 

E-2-hexenal -5.68 0.53 -5.15 -4.63 
£-2-butenal -5.62 0.41 -5.21 -4.22 
E, £-2,4-hexadienal -5.26 1.03 -4.23 -3.68 
£-2-octenal -5.16 1.57 -3.59 -3.44 
R M S error 1.25 0.59 
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The reaction has demonstrated synthetic utility (50-52). The Claisen rearrangement 
has the additional distinction of being one of the few electrocyclic reactions which has 
been demonstrated to occur in a biosynthetic pathway; in particular, the rearrangement 
of chorismic acid to prephenic acid, catalyzed by the enzymatic influence of 
chorismate mutase, plays a role in the shikimic acid pathway of primary plant 
metabolism (53-55) This has prompted the development of antibodies capable of 
catalyzing the Claisen rearrangement (56,57). 

The Mechanism of the Claisen Rearrangement. Studies of the 
Claisen rearrangement have focused on several different mechanistic aspects of the 
reaction. One question of interest has been the degree of C - O bond breaking/C-C 
bond making which characterizes the transition state as inferred from analysis of 
kinetic isotope effects in the rearrangement (58-63). Experimental results suggest that 
C - O bond breaking is significantly advanced over C - C bond making, leading to a 
transition state which involves two comparatively weakly coupled three-heavy-atom 
fragments (58,59,62). Although early computational studies at the MNDO level were 
not in agreement with such an analysis (60), more reliable levels of theory, including 
ab initio RHF calculations (61), A M I semiempirical calculations (64), and MCSCF 
calculations (63), all support the experimental interpretation. 

An additional question of interest with respect to the Claisen transition state 
has been the extent to which it is characterized by interfragment charge separation 
and/or biradicaloid character. Figure 3 illustrates some of the limiting possibilities. 
Transition state i corresponds to the situation predicted by M N D O calculations (60): 
C - C bond making is advanced over C - O bond breaking, and the overall character of 
the transition state is biradicaloid, that is, there are strong through-bond interactions 

Figure 3. Limiting resonance structures which may be used to represent the 
transition state of the Claisen rearrangement 

D
ow

nl
oa

de
d 

by
 M

O
N

A
SH

 U
N

IV
 o

n 
O

ct
ob

er
 2

6,
 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e:
 S

ep
te

m
be

r 
29

, 1
99

4 
| d

oi
: 1

0.
10

21
/b

k-
19

94
-0

56
8.

ch
00

3

In Structure and Reactivity in Aqueous Solution; Cramer, C., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1994. 
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between the oxallylic and allylic radical fragments. Alternatively, transition state i i 
corresponds to a similar situation with respect to relative bond making/breaking, but 
the fragments are more zwitterionic-like—although this structure is presented for 
completeness, it has never been suggested to be germane to the Claisen 
rearrangement. 

Transition state iii corresponds to the case in which the interfragment 
coupling is considerably weaker (i.e., bond breaking is now advanced over bond 
making) with the character of the TS being close to a diradical (i.e., the net charges 
on the two fragments are near zero). The distinction between a transition state which 
is a "diradical" and one which has "biradicaloid" character is that there is no 
significant interaction between the radical centers in the former, but there is in the 
latter. Transition state iv resembles iii, except that the character of the TS is 
zwitterionic, being well described as a combination of an enolate anion and an allylic 
cation. Finally, transition state ν refers to an "aromatic" transition state. This term 
was coined by Dewar to refer to a pericyclic transition state which (i) has roughly 
equal bond making and bond breaking and (ii) enjoys significant resonance 
stabilization from the mixing of the various molecular orbitals playing a significant 
role in the rearrangement even though the interfragment separation is large compared 
to the biradicaloid case i (65). Since the aromatic MO's are delocalized, such a 
transition state may or may not be zwitterionic (and therefore synonymous with iv), 
but it is not a diradical. 

Experimental studies have attempted to investigate the most likely character of 
the transition state by examination of substituent and solvent effects on the rate of the 
rearrangement. Based on rate accelerations observed in polar solvents, and sensitivity 
to substituent positioning, several groups have advocated the dipolar transition state 
iv/v (66-70). However, Gajewski and co-workers have been reluctant to interpret the 
data similarly, and have suggested that a transition state ν with quite limited dipolarity 
is more reasonable (69,71). 

Gas-phase modeling has been unable to provide a definitive answer since, at 
least for the parent allyl vinyl ether, the transition state structure proves extremely 
sensitive to the level of theory employed. At the RHF/6-31G* level of theory, the 
transition state has an interfragment distance (defined as the average of the breaking 
and forming C - O and C - C bonds, respectively) of about 2.1 Â. The enolate and allyl 
fragments have charges of -0.34 and 0.34 electrons, respectively, as analyzed from 
Mulliken population analysis (61,63). Optimization at the MP2/6-31G* level gives a 
transition state structure which is slightly more biradicaloid in character, and kinetic 
isotope effects based on calculated harmonic frequencies are in poor agreement with 
experiment (63). At the MCSCF level, on the other hand, correlating six electrons in 
six orbitals delivers a transition state structure which is much closer to transition state 
iii, with the distance between fragments increased to roughly 2.3 À and the charge 
separation reduced to ±0.16 electrons on each fragment (63). The "true" transition 
state structure in the gas phase may be a little tighter than the MCSCF one due to 
dynamical electron correlation. 

Calculations at the semiempirical A M I level, by contrast, led Dewar to 
suggest that both biradicaloid (i, interfragment separation about 1.7 Â) and aromatic 
(weakly dipolar v, interfragment separation about 1.8 À) transition states exist, 
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corresponding to different reaction paths (64,72). This analysis relies, however, on a 
somewhat dubious interpretation (72) of the molecular hypersurface. Although a 
similar bifurcation of reaction path was observed from MCSCF computational results 
obtained for the Cope rearrangement (73,74), which is the all carbon analog of the 
Claisen (i.e., the oxygen atom is replaced by a methylene group), inclusion of 
dynamical correlation suggests there to be only a single reaction path (75). 

A conservative interpretation of all of these results taken together is that the 
nature of the Claisen rearrangement transition state is quite sensitive to external 
perturbations, whether those perturbations be in the form of structural modifications 
of the parent allyl vinyl ether fragments or in the form of differences in environmental 
conditions such as introducing or changing a solvent. With this caveat in mind, 
however, it remains interesting to consider what kinds of interactions with the 
surrounding solvent give rise to the phenomenologically observed rate accelerations 
of Claisen rearrangements in solvents of increasing polarity (66,68-71). A number of 
computational studies employing quite different techniques have been undertaken 
with this goal in mind (76-80), and we devote the remainder of this section to their 
comparison and critical analysis. 

Modeling the Claisen Rearrangement in Solution. Two of the 
present authors performed the first computational study of the effect of solvent on the 
Claisen rearrangement, employing a GB/ST-type model, in particular SM2 (76). In 
addition to the parent system, allyl vinyl ether, this study also considered all possible 
substitutions of a methoxy group for a proton in the molecule. Aqueous acceleration 
of the Claisen rearrangement was accounted for by electric polarization and first-
hydration-shell hydrophilic effects. Polarization was found to dominate, although the 
relative magnitudes and even the signs of the two effects were quite sensitive to the 
substrate substitution pattern. Hydrophobic acceleration, from the joining together of 
the two terminal methylene groups in the transition state, was found to be accelerating 
as well, but only worth about 0.3 kcal/mol in every case. The SM2 calculations 
indicated that solvent polarization in the parent and methoxy-substituted systems 
tended to be most responsive to the oxygen atoms because of their smaller volume 
and moderately large charges. Geometrical changes on going from the reactant 
conformation to the transition state which sequestered charges of opposite sign into 
well separated regions of space contributed to rate acceleration, while the converse 
was true when charges of opposite sign were forced into proximity. Although the 
infra fragment charges were consistent with the enolate/allyl cation view of the 
transition state, i.e., negative charge buildup at either end of the former fragment and 
positive charge buildup at either end of the latter, the wferfragment charge separation 
was fairly small at only 0.14 electrons from Mulliken population analysis (Table 1). 
While this charge reorganization was related to the increase or decrease in overall 
dipole moment on progressing to the transition state, consideration of only the dipole 
moment proved insufficient to reproduce the distributed-monopole results of the SM2 
model. Because competing axial and equatorial substitution patterns and competing 
chair and boat transition states involved different spatial arrangements of the critical 
charges, it was shown that energetic discrimination between competing reaction 
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routes delivering stereochemically different products could be substantially changed 
in water in comparison to the gas phase or to nonpolar solvents. 

The SM2 calculations led to a rate acceleration of 3.5 on going from the gas 
phase to aqueous solution at 298 K. Such quantitative predictions form the SM2 
model are less reliable than the qualitative insights for two reasons: first, biradicals 
(and often zwitterions) require configuration interaction (CI) for an accurate 
representation of the electronic wave function, and the A M I electronic structure level 
employed in the SM2 calculations does not allow for this; second, the A M I Mulliken 
charges used in SM2 are not quantitatively accurate. 

Severance and Jorgensen (77) analyzed the available experimental results and 
suggested that a more accurate rate acceleration would be on the order of 1000 at 348 
K. These authors calculated the gas-phase reaction coordinate at the HF/6-31G* level 
for the Claisen rearrangement, and then solvated structures chosen periodically along 
that gas-phase path using Monte-Carlo simulations (81) employing the 4-Point 
Transferable Intermolecular Potentials (TIP4P) water model (82), Optimized 
Potentials for Liquid Simulations (OPLS) van der Waals parameters (83), and 
electrostatic-potential-derived HF/6-31G* atomic partial charges in order to generate 
an aqueous reaction coordinate. The simulations suggested a rate acceleration of 644 
at 298 K, in good agreement with the extrapolated factor of about 1000. Analysis of 
the simulations revealed enhanced hydrogen bonding to oxygen in the transition state 
(1.9 average total number of hydrogen bonds) by comparison to the starting ether 
(0.9 average). This enhanced hydrogen bonding arises in part from increased 
accessibility of the oxygen atom in the transition state and also from its increased 
charge; in the gas-phase calculations from which the partial charges were taken, the 
oxygen becomes more negative by 0.07 electrons (80). 

The AM1-SM2 quantum mechanical continuum model and the HF/6-31G*-
OPLS-TIP4P explicit water simulation agreed nicely on one point of particular 
interest. As noted in a short commentary that summarized them (84), "Both studies 
show that reorganization of the charge distribution is more subtle and not in accord 
with an ion pair-like transition state. Rather polarization occurs within the enolate 
moiety of the transition state, rendering the oxygen more negative." Moreover, both 
studies indicated the bulk of the acceleration to be associated with improved solvation 
of the oxygen atom portion of the molecule. 

Gao recently reported a study of the Claisen rearrangement which 
complements the earlier two in an extremely interesting way (78). Taking the same 
gas-phase reaction coordinate as Severance and Jorgensen, Gao performed combined 
Q M / M M (85) simulations in which the solute was modeled using the A M I 
Hamiltonian and OPLS van der Waals parameters, with the quantum mechanical 
Hamiltonian perturbed by surrounding explicit water molecules treated classically 
using the TIP3P (82) water model. This approach thus includes electronic 
polarization of the solute, together with explicit simulation of the solvent. The rate 
acceleration (gas phase -> aqueous solution) calculated by Gao was 368 at 298 K. 
Gao emphasized several points of agreement between his study and those of the 
earlier authors. As before, charge buildup at oxygen was identified as the primary 
contributor to rate acceleration. In addition, little interfragment charge separation was 
observed in either the gas-phase or the solution electronic structures. Moreover, 
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solute polarization in the transition state was calculated by Gao to account for 35% of 
the rate acceleration, in good agreement with the SM2 results. Although the study of 
Severance and Jorgensen does not explicitly account for solute polarization, charges 
derived from HF/6-31G* calculations appear to be systematically too large, and thus 
to some extent they mimic intrinsic incorporation of polarization effects. 

Specific React ion Parameter Mode l ing of the Cla isen 
Rearrangement in Solution. The sensitivity of the rate acceleration to atomic 
partial charges and as well the sensitivity of the transition state structure to level of 
theory prompted us to investigate more closely the dependence of calculated rate 
acceleration on these factors within the SMJC series of models. We have therefore 
calculated the rate accelerations for the aqueous Claisen rearrangement using both the 
SM2 and SM4-SRP models, in each case employing three choices of transition state 
geometry: (i) self-consistently optimized (in solution) chair transition states, (ii) the 
HF/6-31G* gas-phase transition state, and (iii) the MCSCF/6-31G* gas-phase 
transition state. The partial charges calculated for these different possibilities are 
presented in Table 3, and the accelerations are listed in Table 4. Several points 
warrant further discussion. 

(i) First, it is obvious that looser transition states give rise to greater 
acceleration. This acceleration derives partly from larger atomic partial charges, with 
effects at oxygen predominating, and partly from greater accessibility of hydrophilic 
sites to solvent It is especially interesting to note the synergistic effect of using both 
better transition state structures and a better charge model: the accelerations calculated 
by SM2 and SM4-SRP models are essentially identical at the semiempirically 
optimized transition state structure, which has the reacting fragments too tightly 
coupled. As the transition state structure becomes looser, the SM4-SRP model 
predicts steadily enhanced acceleration over the SM2 model, although the latter model 
itself predicts roughly 80-fold acceleration on going from the semiempirically 
optimized TS structure to the MCSCF gas-phase TS structure. Since the true 
transition state structure is probably looser than the HF/6-31G* one, and the looser 
transition state gives rise to larger aqueous acceleration, calculations based on the 
HF/6-31G* wavefunction and gas-phase reaction path should not give the 
quantitatively correct acceleration. 

(ii) For the tight semiempirical case, it is interesting to note that bringing the 
methylene termini closer together in the transition state structure gives rise to a 
hydrophobic acceleration in water; however, this same change in structure 
corresponds to a solvophilic deceleration in hexadecane. In the latter case, the effect is 
sufficient to slow the reaction down relative to the gas phase! As expected, this effect 
becomes smaller in magnitude for both solvents in the looser transition states, in 
particular by 0.1 kcal/mol for water and 0.2 kcal/mol for hexadecane. 

(iii) If the polarization free energies were to be calculated using the gas-phase 
partial charges, it is clear that water as solvent would give about twice the polarization 
as hexadecane—this follows from the difference in the dielectric constants of the two 
solvents and how that difference modifies the pre-factor on the right-hand side of eq. 
3. This analysis suggests, using simple transition state theory and temporarily 
ignoring the small differences in AGp£~, that the rate acceleration in water 
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Table 3. Partial charges (including attached hydrogens) in Claisen chair transition 
state 

TS geometry C - l C-2 0-3 C-4 C-5 C-6 Charge 
separation0 

Mulliken gas-phase charges*7 

AMI 0.01 0.10 -0.25 0.20 -0.17 0.10 0.14 

HF/6-31G* c -0.14 0.41 -0.61 0.34 0.00 0.00 0.34 

MCSCF/6-31G** -0.04 0.35 -0.47 0.10 0.06 0.01 0.16 

C M gas-phase charges 

AMI 0.01 0.14 -0.30 0.22 -0.17 0.10 0.15 

HF/6-31G* -0.06 0.18 -0.38 0.23 -0.11 0.13 0.26 

MCSCF/6-31G* -0.09 0.18 -0.41 0.25 -0.09 0.14 0.32 

SM2 water charges* 

SM2 0.03 0.10 -0.28 0.21 -0.18 0.13 0.15 

HF/6-31G* -0.06 0.14 -0.37 0.25 -0.12 0.17 0.29 

MCSCF/6-31G* -0.12 0.14 -0.43 0.30 -0.10 0.22 0.41 

SM4-SRP water charges* 

SM4-SRP 0.04 0.13 -0.36 0.22 -0.18 0.13 0.19 

HF/6-31G* -0.06 0.18 -0.45 0.26 -0.12 0.19 0.33 

MCSCF/6-31G* -0.12 0.18 -0.52 0.32 -0.11 0.24 0.46 

SM4-SRP hexadecane charges* 

SM4-SRP 0.02 0.10 -0.27 0.21 -0.17 0.11 0.15 

HF/6-31G* -0.06 0.14 -0.35 0.24 -0.11 0.15 0.27 

MCSCF/6-31G* -0.10 0.14 -0.40 0.27 -0.10 0.18 0.36 
a Absolute value of total charge on the enolate/allyl fragments. b A l l geometries fully 
optimized, all charges at the same level of theory. c Reference (61). Note that this 
report (61) typographically interchanged the charges for the chair TS and the starting 
ether, as made clear in reference (63). Those errors were included in Table III of 
reference (76). d Reference (63). e SMJC geometry optimized in solution, all others 
are frozen gas-phase structures. 
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Table 4. Solvent-induced rate acceleration of the Claisen rearrangement at 298 Κ 

Solvation Model Solvent TS geometry Rate Acceleration0 

SM2 water SM2 3.5* 

HF/6-31G* c 21 

MCSCF/6-31G*^ 270 

SM4-SRP water SM4-SRP 3.4 

HF/6-31G* 46 

MCSCF/6-31G* 1400 

SM4-SRP n-hexadecane SM4-SRP 0.7 

HF/6-31G* 2.3 

MCSCF/6-31G* 11 
a Gas phase to solution. b Reference (76). c Gas-phase geometry from reference 
(61). d Gas-phase geometry from reference (63). 

should be roughly the square of that in hexadecane. However, self-consistent 
additional polarization of the electronic structure by the solvent reaction field is also 
more favorable in water, and this effect accounts for roughly 10-fold more aqueous 
acceleration than would otherwise be expected. Such a prediction cannot be made 
using classical models with fixed atomic charges. The net result from the SRP models 
is a ratio of 124:1 for the rate of the Claisen rearrangement of allyl vinyl ether in water 
as compared to hexadecane. This is in excellent agreement with an experimentally 
observed ratio of 214:1 for the rates of related sets of Claisen rearrangements 
measured in water and cyclohexane (71). 

(iv) The self-consistent-field SM4-SRP charge separation between fragments 
is found to be 0.46 electrons at the MCSCF transition state structure. This value is 
somewhat larger than the 0.34 electron separation derived from electrostatic potential 
fitting of HF/6-31G* charges as used by Severance and Jorgensen in their Monte 
Carlo simulations. A l l of the computational studies, then, point to a moderate degree 
of interfragment charge separation; however, it is the m ira fragment charge 
organization which is critical to the calculated rate accelerations. 

(v) Finally, it is worth emphasizing that the above results are extremely useful 
in terms of understanding the mechanism of the Claisen rearrangement in the 
condensed phase, but are probably no better than semiquantitative in terms of 
predicting absolute rate accelerations. It is clear that accounting for dynamical 
correlation and for the effect of solvent on the reaction coordinate itself may 
significantly alter the structure of the transition state. Of course, these two effects 
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should be in opposite directions, dynamical correlation favoring a tighter structure 
and solvation a looser one, so there might be a fortuitous cancellation of errors in this 
instance. 

In closing this section, it is appropriate to compare these results to the quite 
different approach used by Gajewski (79), who has employed factor analysis to 
correlate the rate acceleration of the Claisen rearrangement in a wide variety of 
solvents against a series of empirical solvent descriptors. Gajewski suggests that 
solvent hydrogen bond donating ability is the factor most closely correlated with rate 
acceleration. This analysis clearly agrees with the Monte Carlo simulations of 
Severance and Jorgensen and of Gao, where enhanced hydrogen bonding is explicitly 
observed for transition state structures relative to reactants. Although the continuum 
model results presented here obviously do not include an explicit representation of the 
solvent, they are quite consistent with all of the other studies. In particular, the 
enhanced hydrogen bonding observed in the simulations is due primarily to the 
increased charge and increased accessibility of the oxygen atom in the Claisen 
transition state structure, and the continuum model finds rate acceleration to be 
similarly dependent on these two factors. Of course, it is not at all trivial to separate 
hydrogen bonding into electrostatic and non-electrostatic components, nor is it easy to 
separate electrostatic effects into hydrogen bonding and non-hydrogen-bonding 
components, and the extent to which those portions of experimental free energies of 
solvation assignable to hydrogen bonding effects are incorporated into the ENP and 
CDS terms of the SMJC models is not clear. Thus, although the SMJC results cannot be 
interpreted quantitatively in terms of hydrogen-bonding effects, they are not 
inconsistent with such effects dominating. 

7. Summary and Concluding Remarks 

We have presented an overview of recent improvements and extensions of the 
quantum mechanical generalized-Born-plus-surface-tensions SMJC solvation models, 
and we illustrated a new way to treat reaction-specific solvation effects using the 
Claisen rearrangement as an example. General improvements discussed included 
more efficient algorithms in the AMSOL computer code for calculating analytical 
solvent accessible surface areas, for evaluating quadratures related to dielectric 
screening, and for solving the solvent-modified SCF equations. In addition, we have 
illustrated the use of class IV charge models. A l l of these improvements were used to 
develop a set of specific reaction parameters for calculating the effect of solvation on 
the Claisen rearrangement both in hydrocarbon solvent and in water. Calculated rate 
accelerations were in excellent agreement with the best available experimental 
estimates and also with other modeling approaches. 

Acknowledgments. The authors are grateful to Ken Houk for providing a 
preprint of reference (63). This work was supported in part by the National Science 
Foundation. 
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Chapter 4 

Solvation Free Energies from a Combined 
Quantum Mechanical and Continuum 

Dielectric Approach 

Carmay Lim, Shek Ling Chan, and Philip Tole 

Protein Engineering Network of Centres of Excellence, Departments 
of Molecular and Medical Genetics, Biochemistry, and Chemistry, MSB 

4388, University of Toronto, 1 King's College Circle, Toronto, 
Ontario M5S 1A8, Canada 

We propose a new method to compute solvation free energies by 
combining quantum mechanical and continuum dielectric meth
ods. Instead of using atom-based partial charges and a dielec
tric boundary derived from atomic radii to solve the Poisson or 
Poisson-Boltzmann equation, the solute charge distribution and 
the dielectric boundary are obtained from an electronic wavefunc-
tion determined using quantum mechanical methods. This results 
in several advantages over conventional applications of the contin
uum dielectric method as well as molecular dynamics and Monte 
Carlo simulation techniques. First, the input charge distribution 
is treated more accurately than that in the conventional applica
tion which uses atomic partial charges determined by non-unique 
procedures. Second, the electronic solute wavefunction provides a 
better description of the solute shape and thus, reduces the error 
in determining the dielectric boundary compared to a geometric 
dielectric boundary defined by arbitrary effective Born radii of the 
solute atoms. Third, the new method is generally a cost-effective 
means of obtaining relative free energies compared to free energy 
perturbation methods, which require parameterization and inten
sive cpu-time. 

During the past decade, a large variety of methods have been developed to treat 
solvent effects on the static and dynamic properties of molecules. These meth
ods fall generally into two classes depending on their treatment of the solvent 
molecules; viz., "microscopic" methods that treat solvent molecules and their 
interactions with the solute explicitly, and "macroscopic" methods that treat sol
vent as a continuous medium characterized by a dielectric constant. The "macro-

0097^156W/0568^50$08.00/0 
© 1994 American Chemical Society 
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4. LIM ET AL. Solvation Free Energies from Combined Approach 51 

scopic" methods have a distinct advantage over the "microscopic" methods, espe
cially for large systems, in speeding up computation considerably by not taking 
solvent molecules into account explicitly. 

Under the class of "microscopic" methods, one of the earliest approaches was to 
employ quantum-mechanical methods to study the solute and a limited number of 
solvent molecules (1). This approach does not yield the energetics associated with 
the long-range bulk solvent forces and simply increasing the number of solvent 
molecules becomes computationally impractical. 

A breakthrough for modeling solution chemistry came with the development of 
condensed-phase molecular dynamics and Monte Carlo simulation procedures us
ing empirical energy potentials. The procedure (2) for modeling solution reactions 
involves (i) determination of the minimum energy reaction path in vacuum via 
ab initio calculations (#), (ii) determination of the solute-solvent non-bonded pa
rameters as a function of the reaction coordinate by fitting to ab initio results of 
the reacting complex with a water molecule in various orientations, (iii) deter
mination of the corresponding potential of mean force in solution from a series 
of fluid simulations using free energy statistical perturbation or thermodynamic 
integration techniques (4). 

Recently, condensed-phase molecular dynamics and Monte Carlo methodology 
based on combined quantum and molecular mechanical potentials have been de
veloped to simulate reactions in solution directly. Various combinations have 
been made: ab initio/Car-Parrinello methods with molecular dynamics (5) and 
semiempirical techniques with molecular dynamics (6) or Monte Carlo (7). These 
various approaches have in common that the system is partitioned into quan
tum mechanical and molecular mechanical regions and the combined quan
tum/molecular mechanical potential and forces are calculated at each step for 
use in classical dynamics simulations. 

An approach bridging "microscopic" and "macroscopic" methods has been pro
posed whereby a quantum mechanical solute is surrounded with a grid of point 
dipoles representing the average solvent polarization, and solvent outside this re
gion is treated as a dielectric continuum (8). This approach has been further 
simplified by incorporating continuum solvent models (e.g., a generalized Bora 
term (9) or a sum of surface element terms (10)) in the solute Hamiltonian and 
carrying out self-consistent field calculations. The continuum solvent model can 
also be employed on its own to compute solvation free energies by solving a finite-
difference Poisson equation (11,12); it has been used to estimate solvent effects 
on gas-phase activation free energy profiles (IS, 14). 

Unfortunately, the "microscopic" and "macroscopic" methods described above 
suffer from the disadvantage that extensive parameterization is required; e.g., pa
rameters for van der Waals and electrostatic solute-solvent interactions in simula
tions using empirical energy potentials (2), parameters for van der Waals solute-
solvent interactions in simulations based on combined quantum and molecular 
mechanics potentials (5), parameters for the effective Born radius and accessible 
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52 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

surface tension in quantum mechanical calculations employing a semiempirical 
Hamiltonian augmented by a generalized Bora term (9). However, experimental 
data are not always available to calibrate the parameters; this is often the case for 
short-lived transition states or reaction intermediates. Furthermore, parameteri
zation against ab initio calculations on the reacting complex with a single water 
molecule may not yield sufficiently accurate parameters. "Microscopic" meth
ods have the further disadvantage that free energy perturbation calculations are 
computationally demanding as simulations must run long enough to permit ade
quate sampling of the relevant configuration space. If there are multiple minima 
with significant intervening barriers, the problem may be difficult to detect and 
overcome. Moreover, a simulation with combined quantum mechanical/molecular 
mechanical potentials takes two to three times longer than a corresponding sim
ulation using empirical energy functions. 

Here, a new method for computing solvation free energies is proposed. The new 
procedure combines quantum mechanical and continuum dielectric methods by 
employing the quantum mechanical charge density directly in solving the finite-
difference Poisson or Poisson-Boltzmann equation for the electrostatic contribu
tion to the solvation free energy. To test the reliability of the new method, it was 
employed to calculate solvation free energies of monatomic ions and polyatomic 
molecules for which experimental data are available for comparison. These test 
calculations serve to calibrate (i) the basis set and level of quantum mechanical 
calculation required to yield the most accurate charge density, and (ii) the cut-off 
value of the charge density for determining the dielectric boundary. The method 
is outlined in the next section. This is followed by a discussion of the results of 
monatomic ions and polyatomic molecules. The performance of the method and 
its potential application to model reactions in solution are discussed in the last 
section. 

Method 

The continuum dielectric method sets up a grid in space and solves for the electric 
potential at each grid point given a molecule residing in a dielectric medium. In 
the standard continuum dielectric model (11, 12) the charge distribution on the 
grid is determined from partial atomic charges, and the dielectric boundary is 
derived from atomic radii of the solute atoms. The essence of the new procedure 
is to employ directly a charge density grid generated from quantum mechanical 
calculations and to derive the dielectric boundary from this electron distribution. 
The grid of electron charge densities was generated from the solute wavefunction 
using the ab initio program GAUSSIAN 92 (15). For monatomic ions, the basis sets 
employed were 6-31G*/6-31+G* for first and second row elements and ST0-3G* 
for third row elements. Unless stated otherwise, the geometries for polyatomic 
ions were fully optimized at the Hartree Fock (HF) level with the 6-31G* basis, 
and the charge density grids were computed at the second-order M0ller-Plesset 
perturbation (MP2) level. 

The grid for the continuum dielectric calculation was checked to ensure that 
the dielectric boundary was at least 1.5 Â from the grid edge. Unless stated 
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otherwise, the grid-spacing (or grid-eye) was 0 .2Âx0.2Âx0.2Â; it was the same 
as that used in the ab initio calculations so that the electron density output 
of GAUSSIAN 92 could be fed directly into the input of the continuum dielectric 
program. As GAUSSIAN 92 gave the electron densities at the grid points, when the 
density at each grid point was multiplied by the grid-eye volume and subsequently 
summed, the result might deviate from the total electron charge by as much as 
10%. To correct this, the nuclear charges were scaled down so as to preserve the 
net charge of the molecule/ion. For example, if - Q is the total electron charge 
of the molecule/ion, - q is the sum of the electron charge on the grid, and Ν 
is the total nuclear charge, then all nuclear charges are scaled by a factor of 
(N-Q-f q)/N; this preserves the ratio of the charges on the nuclei. The scaled 
nuclear charges were then distributed between the eight nearest grid points by 
the procedure of Wachspress (16). 

The physical boundary of the molecule was defined using the electron density 
distribution: all grid points with an electron density above a certain cutoff value 
were considered to be inside the molecule. The low dielectric region was then 
defined as the space inaccessible to contact by a 1.4 Â solvent sphere rolling over 
the physical boundary. Thus, the definition of the dielectric boundary is similar 
to that in the conventional application of the continuum dielectric method. The 
difference lies in the definition of the physical boundary of the molecule, which is 
determined by a set of atomic radii in the conventional application. Here, the need 
to calibrate the atomic radii for different atom types is bypassed and replaced by 
a single cutoff value for the determination of the physical molecular boundary. 
The low dielectric region was assigned a dielectric constant of 1, whereas the high 
dielectric region was characterized by a dielectric constant of 1 for vacuum and 
80 for water. 

The numerical procedure for solving the electric potential on the grid is the same 
as that in conventional applications. The electric potential φ at every grid point 
was initialized using Coulomb's Law with a relative permittivity of the solvent 
medium. Then Poisson equation was solved for the values of φ on the grid by an 
over-relaxation algorithm (17). The work W of assembling the electric charges is 
given by 

where ç t is the charge associated with the ith grid point and φι is the electric po
tential at that point; the summation goes over all the grid points. The difference 
in the work calculated in vacuum and solution yields the electrostatic part of the 
solvation free energy. 

Since each solvation free energy calculation required the difference between the 
work term in vacuum and solution, it took two iterative cycles for one free energy 
calculation. For each iterative cycle, 900 steps were performed; the maximum 

D
ow

nl
oa

de
d 

by
 M

O
N

A
SH

 U
N

IV
 o

n 
O

ct
ob

er
 2

6,
 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e:
 S

ep
te

m
be

r 
29

, 1
99

4 
| d

oi
: 1

0.
10

21
/b

k-
19

94
-0

56
8.

ch
00

4

In Structure and Reactivity in Aqueous Solution; Cramer, C., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1994. 



54 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

Table L Effect of Diffuse Functions on the 
Electrostatic Solvation IVee Energy 

Species Grid Size Cut-off Solvn free energy (kcal/mol) 
Charge Density Basis 

e /Â 3 6-31+G** 6-3lG* a 

Na+ 51x51x51 0.0002 101 106 
Na+ 51x51x51 0.0002 1006 1066 

C H 3 N H J 71x71x71 0.0005 62.6 68.7 
ImH+ 47x97x97 0.0001 75.8 78.0 
(OH)- 51x51x51 0.0025 74.6 88.8 
(OH)- 51x51x51 0.0045 81.2 94.0 
CH3COO- 61x61x61 0.0045 81.7 86.2 
C H 3 N H 2 61x61x61 0.0015 11.0 8.2 
C H 3 N H 2 71x71x71 0.0005 7.9 6.1 
CH3COOH 61x61x61 0.0015 2.5 3.2 
a The charge densities were obtained from a single point 
MP2 calculation corresponding to HF/6-31G* geometries. 
6The charge densities were computed at the HF level. 

change in the magnitude of the potential at a grid point in the last step dropped 
to the order of several micro-volts. The cpu time required for each iterative cycle 
is strongly dependent on the linear dimension of the grid; if the linear dimension 
of the grid is doubled, the number of points in the grid is eight times the original. 
On an I B M 340, each iterative cycle took about 2 to 3 hours for a 5 0 Â x 5 0 Â x 5 0 Â 
grid and 5 to 6 hours for a 60Âx60Âx60Â grid. 

Results and Discussion 

Dependence on Charge Densities. The effect of diffuse functions in evaluat
ing the charge densities on the electrostatic solvation free energy is summarized in 
Table I. Table I shows that for charged species, the electrostatic solvation free en
ergies computed with MP2/6-31+G* charge densities are generally smaller than 
those calculated with MP2/6-31G* charge densities. This is because the 6-31+G* 
electronic charge densities of the ions are more spread out than the 6-31G* values, 
hence the same charge density cutoff defines a physical boundary that is further 
away from the nucleus; i.e., a larger effective Born radius, and thus a smaller 
solvation free energy. 

Dependence on Charge Density Cut-off. The dependence of the electro
static solvation free energy on the cut-off value employed for the charge densi
ties is summarized in Table II for monatomic ions and Table III for polyatomic 
molecules. The computed and experimental solvation free energies correspond 
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Table II. Effect of Charge Density Cut-off on the 
Electrostatic Solvation free Energy: Monatomics 

Species Basis'* Solvation free energy (kcal/mol) 
Charge density cut-off (e /À 3 ) 

O.5-4 2~4 5" 4 IP" 4 expt6 

Li+ 6-31+G* -121 -136 -152 _c -(115-124) 
B e 2 + 6-31+G* -607 -721 -780 _c -563 
Na+ 6-31+G* -92 -101 -108 _c -(90-98) 
M g 2 + 6-31+G* ^121 -476 -511 _c -443 
Na+ ST0-3G* _ C -82 -92 -101 -(90-98) 
M g 2 + ST0-3G* _c -353 -400 -445 -443 
K+ ST0-3G* _c -65 -72 -79 -(74-75) 
Ca2+ ST0-3G* _c -284 -327 -362 -363 
e The charge densities were obtained from a single point MP2 
calculation corresponding to HF/6-31G* geometries; 
a 50 Âx 50 Â x 50 Â grid was used for the dielectric calculations. 
^Experimental values are taken from Latimer W. M . ; 
Pitzer, K . S.; Slansky, C. M . ; J. Chem. Phys. 1939, 7, 108; 
R. Gomer, G. Tryson J. Chem. Phys. 1977, 66, 4413; 
H . L . Friedman and C. V . Krishnan Water: A Comprehensive 
Treatise, Eds: F . Franks, Plenum Press, N Y 1973, 3, 1. 

cValue has not been computed for this cut-off. 

to a common standard state of 1 M for both gas and solution. As the charge 
density cut-off increases, the computed solvation free energy increases. This can 
be rationalized using the Born formula for the heat of hydration W (18), 

2r V t0) 

which shows that the solvation free energy of a monatomic ion with charge q 
depends inversely upon the Born radius r. Thus, as the cutoff value of the 
electron density is increased, the volume defined as inside the ion decreases; i.e., 
the effective Bora radius decreases, and so the solvation free energy increases. 
In general, the same variation in cutoff has a smaller effect on the solvation free 
energy of a polyatomic ion than a monatomic ion. This is because the volume 
of a polyatomic ion is generally bigger than that of a monatomic ion and hence, 
for the same absolute difference in the positioning of the physical boundary, the 
effect on the overall volume mass is smaller for polyatomic ions. 

Comparison with experiment. Although experimental solvation free energies 
of neutral species may be directly measured, "experimental'' values of charged 
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STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

Table III. Effect of Charge Density Cut-off on the 
Electrostatic Solvation Free Energy: Polyatomics 

Species Basis* Grid Size Solvation free energy (kcal/mol) 

Â 3 RJ 
Cut-off R (e/A 3 ) 
Rc

e expt d 

H 3 0+ 6-31G* 61 3 -109 -104 -104 
PH+ 3-21G* 61 3 -77 -72 -73 
C H 3 N H j 6-31G* 61 3 -72 -69 -70 
(OH)- 6-31G* 51 3 -101 -94 -(96-106) 
C H 3 C O O - 6-31G* 61 3 -98 -86 -(77-82) 
(SH)- 6-31G* 61 3 -87 -78 -76 
C H 3 C O O H 6-31G* 61 3 -4.1 -2.3 -6.7 
H 2 0 6-31G* 51 3 -10.3 -6.4 -6.3 
C H 3 N H 2 6-31G* 61 3 -10.6 -6.1 -4.6 
(SH) 2 6-31G* 51 3 -6.5 -3.5 -0.7 
"The charge densities were obtained from a single point 
MP2 calculation corresponding to HF/6-31G* geometries. 
6 R i equals 0.0025, 0.0100, and 0.0030 for 
cations, anions and neutrals, respectively. 
c R e equals 0.0015, 0.0045, and 0.0005 for 
cations, anions and neutrals, respectively. 
dExperimental values are taken from 
R. G. Pearson / . Am. Chem. Soc. 1986, 108, 6109. 
A . Ben-Nairn, Y . J. Marcus J. Chem. Phys. 1984, 81, 2016. 
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4. LIM ET AL. Solvation Free Energies from Combined Approach 57 

species are commonly determined indirectly from the experimental values of the 
solvation free energy AGS of the corresponding neutral species and the proton, 
the gas-phase proton affinity or basicity ( A G g M ) and solution p K a or free energy 
(AGgin) using Scheme I: 

A G g a 8 

BH(g) -> B(g) + H+(g) 

- A G g ( B H ) j I -AG. (B) j - A G 8 ( H + ) 

BH(s) -» B(s) + H+(s) (Scheme I) 
A G s l n 

Since experimental gas basicities are accurate to only 2-5 kcal/mol, and there 
are at least five different experimental values for the proton solvation free energy 
-(254 to 261) kcal/mole with a spread of 7 kcal/mol, the uncertainty in the 
"experimental" solvation free energies of charged species is at least ± 5 kcal/mol. 
On the other hand, the computed solvation free energies are subject to errors due 
to uncertainties in the charge densities and cut-off employed and the neglect of 
the non-polar contribution to the solvation free energy. 

For the monatomic ions in Table I I , a 0.0010 e / Â 3 cutoff of the MP2/STO-
3G* charge densities gives solvation free energies in excellent agreement with 
experiment, whereas a 0.5xl0~ 4 e /Â 3 cutoff of the MP2/6-31+G* charge densities 
yields solvation free energies that are within 7% of the experimental values. The 
STO-3G* basis requires a larger cut-off than the 6-31+G* basis as the latter 
results in a larger solvation free energy than the former for the same cutoff (Table 
I I ) . For the polyatomic molecules in Table I I I , a charge density cut-off of 0.0015 
e / Â 3 for cations, 0.0045 e /Â 3 for anions, and 0.0005 e / Â 3 for neutrals, yields 
solvation free energies in accord with experiment. As expected, the agreement 
with experiment for neutral species is not as good as the charged ions since for 
neutral molecules, the non-polar contribution (around 1-2 kcal/mol) is no longer 
negligible relative to the electrostatic component of the solvation free energy. 

Concluding Remarks 

Appl ica t ions . The present method can be applied to study reactions in aqueous 
solutions by computing the solvation free energies of reaction complexes. Thus, if 
X and Y are stationary points on the gas-phase ab initio potential energy surface 
and Δ Α | μ is the free energy difference from ab initio calculations, the present 
method can be used to obtain the solvation free energies of X and Y and thus, 

Δ Α ^ from Scheme II . 
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58 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

ΔΑ, 
X(gas) Y(gas) 

- Δ Α , ( Χ ) I | - Δ Α , ( Υ ) (Scheme II) 

X(sln) Y{sln) 

ΔΑ, t 'sin 

By piecing together consecutive Δ Α ^ , a qualitative free energy profile is ob
tained in solution. Note that for methods which require parameterization, there 
are generally no experimental data available on short-lived reaction intermedi
ates/transition states to calibrate parameters. 

The above procedure automatically yields the separate gas-phase and solvation 
contributions to the observed solution activation free energy. If the X and Y 
species involved have gas-phase activation and solvation free energy errors that are 
similar and cancel, the proposed method may yield reasonably accurate solvation 
and solution activation free energy differences. In such cases, the outcome of two 
competing reaction pathways in solution and substituent effects may be predicted. 
The present method can readily be applied to study reactions in organic solvents 
as well as the ionic-strength and temperature dependence of reaction rates. 

Advantages. The present methodology is not only versatile (as described 
above), it also possesses several advantages over existing methods, in principle. 
First, since the charge density is directly employed in the calculations, the need to 
fit solute partial charges empirically and errors due to ambiguous ways of extract
ing partial charges (e.g., Mulliken population analysis) are eliminated. Second, 
as the dielectric boundary is determined by a single charge density cut-off value, 
the need to fit the Born radii empirically (0, 11) for various atom types (e.g., 
C, Η, 0, Ν, P, S) and errors due to arbitrary ways of defining the solute Born 
radii (e.g., in terms of van der Waal's, ionic or covalent radii) are eliminated. 
Third, if the number of grid-points considered is not excessive, the new method 
is a cost-effective means of obtaining relative free energies compared to expensive 
free energy perturbation methods. Note that the limitations in the quantum me
chanical calculations; e.g., the basis set size and C P U requirements, are inherent 
in all existing methods. 

Potential Improvements Accuracy may be improved if the charge density out
side the physical boundary of the molecule is set to zero and the nuclear charge 
rescaled accordingly, as described in the Method section. Another interesting 
avenue is to explore means of using the ab initio electrostatic potential grid di
rectly instead of the quantum mechanical charge density distribution in solving 
for the electrostatic potentials in vacuum and in solution; however, the charge 
density grid will still be needed to compute the electrostatic self-energy (see equa
tion in Method section). This may speed up convergence as well as potentially 
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4. LIM ET AL. Solvation Free Energies from Combined Approach 59 

decrease the dependence of the electrostatic self-energy on the accuracy of the 
charge density. 
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Chapter 5 

Tests of Dielectric Model Descriptions 
of Chemical Charge Displacements in Water 

Gregory J. Tawa and Lawrence R. Pratt 

Theoretical Division, Los Alamos National Laboratory, Los 
Alamos, NM 87454 

A dielectric model of electrostatic solvation is applied to describe potent
ials of mean force in water along reaction paths for: a) formation of a 
sodium chloride ion pair; b) the symmetric SN2 exchange of chloride in 
methylchloride; and c) nucleophilic attack of formaldehyde by hydroxide 
anion. For these cases simulation and XRISM results are available for 
comparison. The accuracy of model predictions varies from spectacular 
to mediocre. It is argued that: a) dielectric models are physical models, 
even though simplistic and empirical; b) their successes suggest that se
cond-order perturbation theory is a physically sound description of free 
energies of electrostatic solvation; and c) the most serious deficiency of 
the dielectric models lies in the definition of cavity volumes. Second
-order perturbation theory should therefore be used to refine the dielectric 
models. These dielectric models make no attempt to assess the role of 
packing effects but for solvation of classical electrostatic interactions the 
dielectric models sometimes perform as well as the more detailed 
XRISM theory. 

An important quality of water as a solvent is its ability to stabilize ions and polar mole
cules. Since displacement of electric charge is often central to chemical reactivity, water 
is a special solvent for chemical reactions in solution. An accurate molecular theory of 
water participation in chemical reactions in aqueous solution has not been established 
but a few possibilities are available. The range of theoretical approaches includes simu
lation calculations, integral equation theories, and dielectric models. 

Comparison of the predictions of dielectric models with those of other methods in 
cases where thermal precision in solvation free energies is possible is the goal of this 
paper. For several molecular complexes we obtain thermally accurate solutions of the 

0097-6156/94/0568-0060$08.00/0 
© 1994 American Chemical Society 
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5. TAWA AND PRATT Chemical Charge Displacements in Water 61 

governing macroscopic Poisson equation. The particular examples are chosen because 
of the availability of results from alternative methods. The comparison of dielectric 
model results with data from simulation calculations or with X R I S M (1) results 
should teach us about the utility of the dielectric model and about fruitful directions for 
the discovery of better theories. Since the goal is unambiguous comparisons that test 
the performance of the dielectric model, the example problems are not discussed for 
their own sake. 

Dielectric models of electrostatic solvation free energy 

The dielectric model we apply is physically viewed as follows (2,3). Attention is 
focused on a solute of interest. A solute volume is defined on the basis of its geometry. 
Partial charges describing the solute electric charge distribution are positioned with re
spect to this volume. For liquid water under the most common conditions it is known 
that the van der Waals volume of the molecule is a satisfactory choice for the molecular 
volume (4,5). But that is coincidental and elaborations of the theory will have to con
sider more general possibilities. For the present applications, it is essential that the de
fined solute volume permit disconnection when the solute fragments are widely separat
ed. We define the solute volume as the volume enclosed by spheres centered on solute 
atoms. The solvent is idealized as a continuous dielectric material with dielectric con
stant ε. The value ε = 77.4, appropriate to water at its triple point, is used every
where below. The solvent is considered to be excluded from the solute volume and that 
region is assigned a dielectric constant of one, £ = 1. 

Methods. The equation to be solved for the model is 

where pf(r) is the density of electric charge associated with the solute molecule, the 
function e(r) gives the local value of the dielectric constant, and the solution Φ(Γ) is 
the electric potential. To solve this equation, we first cast it as an integral equation, 

Here G0(r,r') is the Green function for the Poisson equation with £(r) = 1 and Φ 0 ( Γ ) 
is the electrostatic potential for that case. It is assumed that all the charges of P/(r) are 
positioned in regions where £(r) = 1. This equation is correct both for a localized dis
tribution pf(r) and zero boundary data on a surface everywhere distant and for period-

V · £(r)VO(r) = - 4πρ, (r) (1) 

e.g. 

(2) 
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62 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

ic boundary conditions on a cell of volume V. G0(r,r#) is different in those two 
cases. This equation is not the only such form that can be solved and more general 
considerations can be helpful. But we do not pursue those issues here. 

The integrand of equation 2 is concentrated on the interface between the solute vol
ume and the solvent. We can then use boundary element ideas to solve it (6-11). The 
principal novelty in our numerical methods is that we use a sampling method based up
on quasi-random number series (12) to evaluate the surface integral rather than more 
specialized methods for that evaluation. Advantages of our method are that it facilitates 
systematic studies of numerical convergence and exploitation of systematic coarse-
graining. More specific discussion of numerical methods can be expected at a later 
date. 

With the solution of equation 2 in hand we obtain the desired potential of mean 
force as 

where U is the static energy in the absence of the solvent Since for the present exam
ples P/(r) is a sum of partial charges, the integral in equation 3 is a sum over those 
partial charges. 

a) Pairing of sodium and chloride ions in water. Dielectric model results for 
the Να*--Ό" potential of average force in water are shown in Figure 1. TheradH us
ed were those recommended by Rashin and Honig (5). See also Pratt, etal. (Pratt, 
L. R., Hummer, G., and Garcia, A. E., Biophys. Chem., in press). These results ag
ree with those of Rashin who studied a similar dielectric model (13). Rashin assumed 
a somewhat different solute volume and his predicted potential of mean force displayed 
a more prominent barrier to escape from die contact minimum. Those results were sim
ilar to XRISM (14). The dielectric model results are surprising in showing minimum 
free energies both at ion contact and at a larger distance that indicates a solvent-separat
ed pairing. Although surprising, these results are not in quantitative agreement with 
simulation calculations of solvation free energies of ion pairing (Hummer, G., 
Soumpasis, D. M., and Neumann, M., MoL Phys., in press). Most importantly, the 
contact minimum is much deeper than die simulation results. We note also that the sim
ulation results were obtained for finite concentrations of NaCl. Thus, the large distance 
behavior of that potential of mean force is influenced by ionic screening. The dielectric 
models and this XRISM result conform to the asymptotic variation expected at infinite 
dilution. 

(3) 

Results 
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-4 
2 3 4 5 6 7 8 

r (A) 

Figure 1. Potentials of the mean forces between ion pairs Να*—€Γ in 
water. The X R I S M results are redrawn from Reference 14, and the 
M D results are redrawn from Pratt, et al. (Pratt, L . R., Hummer, G. , 
and Garcia, A . E. , Biophys. Chem., in press). Those original M D 
results are to be found in Hummer, et al. (Hummer, G. , Soumpasis, 
D. M . , and Neumann, M . , MoL Phys., in press). 

does not attempt to give the wide range of results that have been obtained However, to 
the extent that such sensitivity is considered important, it highlights a fundamental de
ficiency of the dielectric models. Those molecular details are not present in the dielect
ric models as currentfy applied. The dielectric models do depend on the dielectric con
stant of the solvent but for many applications that dependence is not decisive because of 
die high values of the dielectric constant that are typically relevant 
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64 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

b) Symmetric S^2 chloride exchange in methyl chloride. Following the ef
forts of Chandrasekhar, et al. (16), this example has been taken as a theoretical mod
el of reactions in solutions over recent years (17-18). We used radii of R H = 1.00Â, 
Rq = 1.85À, and Rçy = 1.937Â, and partial charges of Chandrasekhar, et al. (16) 
(Figure 2) and Huston, et al. (18) (Figure 2 inset). As Figure 2 shows, the agree
ment between dielectric model and simulation results is as satisfactory as the agreement 
between XRISM and simulation. As discussed in the paper of Huston, et al. (18) 

J 
1 
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1 \ 
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\ 

-W:XRISM . 
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Φ 
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Φ 
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% 
I % 

1 · 
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-10 -5 0 
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Figure 2. Potential of the mean force along a reaction path for symmet
ric SN2 replacement of the CI" ion in CH3Cl. AW = W-U. See Re
ferences 16 and 18. 
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5. TAWA AND PRATT Chemical Charge Displacements in Water 65 

the original assignment of partial charges of the reacting complex in the neighborhood 
of the barrier leads to the prediction of the notch in the potential of the mean force by 
the XRISM theory. This is also true of the dielectric model, as is seen in Figure 2. 
Huston, et al. (18) reanalyzed this modeling of solute-solvent interactions and pro
posed alterations of the original parameterization. The results for this alternative de
scription of the barrier region are shown in the inset 

c) Nucleophilic attack of HO" on H2CO. This example has been previously 
studied as a prototype of an initial step in the formation and destruction of the peptide 
unit (19, 20). We used radii of Ro<hydroxide) = 1.65Â, Rc = 1.85À, RH = 1.0Â, and 
Ro(carbonyi)= 1-60Â» and the partial charges and geometries of Madura and Jorgensen 
(19). The results are shown in Figure 3. The predictions of the dielectric model are 
qualitatively similar to those of the Monte Carlo simulation and of the XRISM theory, 
particularly in predicting the existence of a solvation barrier prior to contact of the react
ing species. 

The results of the dielectric model are not quantitatively accurate in this case, how
ever. It seems clear that adjustment of the cavity radii at each geometry could bring the 
model results into agreement with the simulation data. Recently, a new proposal was 
given for achieving a physically valid parameterization of the model on the basis of 
additional molecular information (Pratt, L. R., Hummer, G., and Garcia, A. E., 
Biophys. Chem., in press); that proposal is discussed below. As an observation pre
liminary to attempts to parameterize the dielectric model on more basic information, we 
demonstrate here that reasonable radii can achieve excellent agreement with the data. 
To do this we adjusted the radii of the hydroxide oxygen to reproduce at a coarse level 
of calculation the simulation results at a few points along the potential of mean force 
shown, used a simple interpolation for radii at other points, and observed the variation 
of the hydroxide oxygen radius. The adjusted radii are shown in Figure 4 and the re
sults for the potential of mean force are the circles of Figure 3. This type of compari
son can be misleading. Agreement just as good would be achieved even if the model 
result were physically wrong, e.g., if we had mistakenly done the calculation for acet-
aldehyde rather than formaldehyde. However, the typical rough expectation for cavity 
radii for these models is between the van der Waals radius and the distance of closest 
approach for solvent molecular centers. To the extent that the radii are treated as truly 
adjustable, the model has more than enough flexibility to match the data with reasonable 
changes in those radii. 

Discussion 

The importance of the dielectric models is that they provide free energies of solvation 
for cases that are not accessible by alternative methods. The free energies obtained 
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66 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

from the dielectric model are quadratic functionals of the charge distribution of the sol
ute. It has been pointed out previously (Pratt, L . R., Hummer, G., and Garcia, A . E., 
Biophys, Chem., in press) that this indicates mat the dielectric models correspond to a 

W:MC 

Ο W:dielectric adjusted 

1 2 3 4 5 6 7 8 

reaction coordinate (A) 

Figure 3. Potential of the average force along a reaction path for 
nucleophilic attack of H2CO by HO" according to the dielectric model, 
simulation (19), andXRISM theory (20). The circles are the results 
of the dielectric model with empirical adjustment of the radius of the 
hydroxide oxygen. See the text and Figure 4. 

modelistic implementation of second-order perturbation theory for the excess chemical 
potential of the solute. Thus, the successes of dielectric models suggest that second-or
der thermodynamic perturbation theory is a physically sound theory for the desired sol
vation free energy due to electrostatic interactions. But in addition to the 'second-order* 
limitation, dielectric models also drastically eliminate molecular detail of the solvation 
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5. TAWA AND PRATT Chemical Charge Displacements in Water 67 

structures. This detail can be restored by implementing second-Older thermodynamic 
perturbation theory on a molecular basis. The fundamental formula for that approach is 

\Cmco*niÈt*nti I ο ν ^ / U C - O W W W K * * » \C'~coMiitumÊi / qJ 

(4) 

This approximation has been discussed previously by Levy, et al. (21). Here the 
subscript 'Ο' indicates quantities obtained for the reference system in which no electro
static interactions are expressed between the solution constituents and a designated sol
ute molecule. The <p(C) are the electrostatic potential energies of interaction between 
the constituent C of the solution and that solute. Several aspects of this molecular ap
proach should be notai. First, it requires knowledge of Δμ^ the solvation free energy 
when electrostatic interactions are neglected. This is not supplied by the dielectric mod
els. Second, the molecular approach includes a term linear in the charges; this involves 
the potential at zero charge induced by short ranged forces. This term is generally 

1 2 3 4 5 6 7 8 

reaction coordinate (Â) 

Figure 4. Variation of the hydroxide-oxygen radius adjusted to fit the 
data for the potential of mean force in example c. See Figure 3. 
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68 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

present, non-zero, dependent upon molecular geometry and mermodynamic state, but 
the dielectric models assume that it vanishes. Third, the second-order term corresponds 
to the quantities usually obtained from dielectric models but this formula avoids the 
classic empirical adjustments of cavity radii. From the perspective of a continuum ap
proach, this second order term incorporates nonlocality of the polarization response of 
the solution. 

In view of the corresponding molecular theory, a natural way to improve dielectric 
model results is first to obtain molecular results for the second-order term to better es
tablish the solute volume on a proper molecular basis. Cavity radii thus determined will 
be dependent upon the thermodynamic state just as empirical cavity radii must gener
ally be considered functions of thermodynamic state. For example, evaluation of en
thalpies by temperature differentiation should include derivatives of the cavity radii with 
respect to temperature (22). After definition of that solute volume is better controlled, 
an alternative source of information on the leading two terms must be developed. At 
this level, the cavity radii are independent of charges and charge distributions of the 
solute. Finally, the importance of succeeding terms in the perturbation theory must be 
assessed (Pratt, L . R., Hummer, G., and Garcia, A . E., Biophys. Chem., in press, 
Rick, S. W., and Berne, B. J., J. Am. Chem. Soc., in press). Those succeeding terms 
are likely to be especially troublesome for circumstances where composition fluctua
tions are physically important, e.g., for mixed solvents. 

We note again that the reactions and models studied here were chosen solely be
cause of the availability of molecularly detailed simulation data and of results of integral 
equation theory. Since testing of the dielectric model by comparing its predictions to 
simulation and integral equation results is the objective, the same model systems must 
be treated by the various methods. Solute geometries and partial charges must be ac
cepted for the test. Because of the simplicity of the dielectric model, however, we do 
not expect that conclusions regarding the utility of the model for description of charge 
displacement in aqueous solutions would be significantly changed i f more elaborate 
models of these reactions were available. For example, the generalization of equation 4 
to apply when the solute-solvent electrostatic interactions are described with the aid of 
higher-order multipole moments of the solute charge distribution is straightforward. 

Conclusions 

To the extent that the dielectric model is physically sound, second-order thermody
namic perturbation theory should provide an accurate description of free energies due to 
electrostatic interactions between the solute and the solution. Second-order thermody
namic perturbation theory restores molecular detail of the solvation structures that is 
discarded when the dielectric model is used. More fundamentally, second-order therm
odynamic perturbation theory identifies the potential at zero charge that is neglected in 
the dielectric model. 
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5. TAWA AND PRATT Chemical Charge Displacements in Water 69 

Despite their simplistic character, dielectric models provide a physically sound de
scription of chemical charge displacements in water. Because of these qualities they 
can be helpful where only rough but physical results are required; for example, they 
might be expected to provide serviceable umbrella functions (23) for more accurate 
molecular calculations of free energies along reaction paths of the sort considered here. 
It should be recognized, however, that stratification of the reaction coordinate is typic
ally more important (24,25). 

Considered directly the dielectric models are not reliably accurate for thermal level 
energy changes. A large part of the unreliability of the dielectric model predictions is 
surely due to the assignment of cavity radii; the predictions of the model are sensitive 
to those parameters, they clearly ought to vary along a reaction path, and the determina
tion of proper values for the radii comes from outside the model. Although the dielect
ric model does not attempt to assess the importance of packing effects on solvation pro
perties, it is sometimes of comparable accuracy to the more detailed XRISM theory for 
treatment of electrostatic contributions. The dielectric model also has the advantage of 
being simple and physical when used for those purposes. 
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Chapter 6 

Calculations of Solvation Free Energies 
in Chemistry and Biology 

A. Warshel and Z. T. Chu 

Department of Chemistry, University of Southern California, Los 
Angeles, CA 90089-1062 

Different approaches for the calculation of solvation free energies 
are considered. The performance of classical solvation models is 
discussed comparing macroscopic models, simplified microscopic 
models, and all-atom microscopic models. The incorporation of 
these different classical models in quantum mechanical solute Hamil-
tonians is considered, discussing both in the molecular orbital and 
Valence-bond approaches. New pseudopotential and density func
tional approaches that represent the solvent on a more quantum 
mechanical level are also discussed. An effective way of performing 
free energy perturbation calculations with quantum mechanical sol
vation models is outlined. Finally, the implementation of different 
solvation models in macromolecular simulations is reviewed. 

Many biological processes can be described as solvation processes where the 
interaction between the protein water system and the given active group is 
considered formally as solvation free energy [1, 2, 3]. Thus it is crucial to 
be able to estimate solvation energies in any attempt to gain quantitative 
understanding of biological processes. Of course, the need to evaluate solvation 
effects is also crucial in quantitative studies of chemical reactions in solutions. 

The advance in computer power in the last two decades has led to enormous 
progress in calculations of solvation free energies [1-36]. However, some early 
attempts involved strategies that were not so successful with hindsight. For 
example, the use of the supermolecule approach (e.g. [7, 6]) has reflected the 
assumption that the same quantum mechanical approach used to study a sin
gle small molecule can also be used to study several molecules and eventually 
solutions. Unfortunately, solvation effects involve cooperativity between many 
solvent molecules and studies that include only one or two solvent molecules 
do not provide a direct information about solvation free energies. Similarly, 
the progress in using continuum models in quantitative studies has been rather 
slow due to the persistent use of cavity prescriptions. The use of such models 

0097-6156/94/0568-OO71$O8.72/0 
© 1994 American Chemical Society 
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72 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

remained confined for many years to qualitative applications of uncalibrated 
reaction-field models. This reflected the slow realization that the use of ex
plicit solvent models (which was impossible before the emergence of comput
ers) could overcome the main stumbling blocks in quantitative evaluation of 
electrostatic energies. 

In retrospect, it seems clear that the proper strategy for early computations 
of solvation energies should have involved modeling of solvation effects using 
dipolar solvent models. In fact, such a strategy was quite effective in providing 
semiquantitative results in the computer evaluation of solvation free energies 
[15, 14] Nevertheless, the recent advance in computer hardware has made it 
possible to evaluate solvation free energies by different approaches and proba
bly one day it will be possible to do this by ab initio supermolecule approaches. 
This might happen, however, after many of the important problems already 
have been solved. 

In this chapter, we will consider some aspects of the field of computer 
studies of solvent effects. The first section will outline various classical solvent 
models and consider their performance. The second section will review the 
incorporation of solvent models in quantum mechanical calculations and the 
third section will consider briefly the calculation of absorption spectra in solu
tions. Finally the application of solvation models to studies of macromolecules 
will be reviewed in the fourth section. 

Classical Solvent Models 

Any formal treatment of solvation problems should consider the entire solute-
solvent system quantum mechanically. However, such calculations are imprac
tical at the present time and it is essential to consider approximate treatments. 
This will be done below, starting with classical solute-solvent models and then 
describing treatments that represent the system on a more quantum mechan
ical level. 

One way to consider solvation problems is to represent the Born-Oppenheimer 
potential surface of the solute-solvent system by "classical" models. In fact, 
viewing the solvent as a dielectric continuum is the granddaddy of all classical 
models. Such models date back to the pioneering work of Born [37], Kirkwood 
[38] and Onsager [39]. However, attempts to obtain quantitative solvation 
energies for molecules of arbitrary shape are much more recent. 

In developing various classical models for solvation studies one can consider 
the three main options illustrated in Fig. 1. Such models cover the entire range 
from explicit all atom model to simplified microscopic models (that replace the 
explicit solvent by dipoles) and finally to macroscopic models that consider a 
collection of dipoles as a polarized continuum. In considering the three classes 
of models, it is important to realize a point that is frequently overlooked; 
the continuum models represent the roughest approximation despite the fact 
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Θ < Θ > 
1 

microscopic -
explicit water 
molecules 
(slow convergence 
and expensive 
calculations) 

simpified microscopic - the 
average polarization of 
each solvent molecule is 
replaced by a dipole 

macroscopic (continuum) -
polarized volumn elements 
replace collection of dipoles 

Figure 1. Illustrating the three main options for representing the solvent in computer 
simulation approaches. The microscopic model uses detailed all-atom repre
sentation and evaluates the average interaction between the solvent residual 
charges and the solute charges. Such calculations are expensive. The simplified 
microscopic model replaces the time average dipole of each solvent molecule 
by a point dipole, while the macroscopic model is based on considering a col
lection of solvent dipoles in a large volume element as a polarization vector 
(Reproduced with permission from reference 49. Copyright 1993 John Wiley.) 
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74 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

that they are most closely related to the available electrostatic literature. The 
actual performance and limitations of the different models will be considered 
below. 

Macroscopic models. The use of the Born's and Onsager's macroscopic 
models has provided an extremely useful tool for qualitative considerations of 
many solvation problems (e.g. [40, 41]) However, serious problems are asso
ciated with the quantitative use of the Onsager's model. That is, this model 
expresses the solvation energy of a dipolar solute by [39] 

A G s o l = - m ¥ W T V ) (i) 

Where A G is given in kcal/mol, μ is the dipole moment of the solute (in A 
and atomic charge unit), b is the cavity radius (in A) and € is the medium 
dielectric constant. Unfortunately, it is very hard to use a simple rule of thumb 
to assess the effective value of b that gives the correct solvation energy. In fact, 
the correct effective value of b for an ion pair (composed of ions of the same 
radius) in high dielectric solvents is (see Appendix A of [42]) 

b3~R2â[2(l-â/R)] (2) 

where a is the effective cavity radius of the ions and R is the internuclear 
separation distance. This value has not been used in early studies and is only 
valid when e is large. Nevertheless, reasonable estimates of b are used in some 
recent studies (e.g. [26]) 

The problems associated with the shape of the solute and the correspond
ing cavity size have been solved in part with the emergence of discretized 
continuum models [23, 24, 43, 44, 45, 46] but this progress has occured in a 
relatively late step of the game, after the development of more explicit models 
[15]· 

An important advance in continuum studies has emerged with the sys
tematic use of the generalized Born model [47, 48]. It is instructive to note, 
however, that this treatment is not based on an analytical expression for the 
energetics of a system of nonoverlapping cavities (which is still unavailable) 
but is simply the result of the implicit use of the Coulomb's law for charges in 
a dielectric medium. That is, the energy of a collection of charges is given (in 
kcal/mol) by [17] 

AG = £ 3 3 2 ^ - 166 Y ) —(1 - - ) = £ 3 3 2 ^ + ( 3 ) 

ij r i J e i ai € If Γϋ 

where a, is the effective Born radius of the ith atom. In a medium of high 
dielectric constant (c >> 1), one obtains [17] 

AGsol ~ - ZMQiQilra - 166 £ Q2/at (4) 
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6. WARSHEL AND CHU Calculations of Solvation Free Energies 75 

This equation, is basically the so called "generalized Born" equation (in 
the limit of a large c) and it simply reflects the almost complete compensation 
of the vacuum Coloumb's energy by the change in solvation energy which is 
the main feature of high dielectric media. The simple physics of this com
pensation effect provides an accurate estimate of the relevant solvation energy 
in aqueous solution. However, the corresponding generalized Born equation 
is not expected to work well in heterogeneous environments (like proteins), 
where the above compensation effects are not so complete. 

Simplif ied Microscopic Models . Although the continuum models are 
based on an authoratative literature of more than a century, they involve 
enormous conceptual problems when applied to charges in nonhomogeneous 
environments (e.g. macromolecules) or to basic microscopic problems. These 
difficulties and the entire dielectric problem disappear (at least in principle) 
when the solvent is described explicitly [14, 17]. However, true all-atom mod
els with complete phase space averaging were far too expensive to be used in 
the early stage of the introduction of computer methods for solvation stud
ies. The realization of this point led to the introduction of simplified solvent 
models [1]. The most widely used of these models is the Langevin dipoles 
(LD) model [14, 17]. This model simulates the solvent effect by using a grid of 
point dipoles that represent the average polarization of the solvent molecules 
at the corresponding sites by Langevin-type point-dipoles. The point-dipoles 
interact self consistently with the solute charges and with the field from each 
other. The LD model has been parameterized to reproduce observed solvation 
energies of different ions as well as the distance dependence of the average 
field-dipole interaction, obtained from MD simulations of the corresponding 
all-atom model. The current version of the model, which is implemented in 
the program POLARIS [49] includes a field-dependent hydrophobic term and 
a van der Waals term [49]. The corresponding parameter set involves group-
charges which were calibrated to reproduce the observed solvation energies of a 
large "training set" of molecules and ions as well as the corresponding observed 
dipole moments. This parameter set, which is incorporated in POLARIS 3.22, 
gives quite accurate solvation energies as illustrated in Table I and Figs. 2 and 
3. 

Other early simplified models include the Surface Constrained Soft Sphere 
Dipole (SCSSD) model [15] which uses explicit Stockmayer-type solvent model 
and introduced spherical boundary conditions to force the finite simulation 
system to reproduce the polarization expected from an infinite system [15, 50]. 

It is perhaps instructive to point out that the conceptual simplicity of 
the LD and SCSSD model and their rapid convergence, have provided quite 
reliable results for classical and quantum mechanical problems long before the 
emergence of similar studies using continuum or all-atom models. 
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Table I. POLARIS solvation free energies (in water) for a bench mark of 
neutral molecules(a) 

# name dGexp dGcal dQexp-cal 
1 alanine-dipeptide -16.96 -15.80 -1.15 
2 p-nitrophenol -11.92 -10.11 -1.81 
3 m-nitrophenol -10.14 -9.45 -0.69 
4 N-methylacetamide -10.20 -10.65 0.44 
5 1 -methyl-3-nitrobenzene -3.45 -4.90 1.45 
6 1 -methy 1-2-nitrobenzene -3.59 -3.90 0.32 
7 nitrobenze -4.11 -3.99 -0.12 
8 2-nitropropane -3.14 -2.21 -0.93 
9 1-nitropropane -3.34 -3.41 0.07 
10 nitroe thane -3.71 -4.29 0.58 
11 chlorobenzene -1.12 -1.41 0.29 
12 chloromethane -0.56 -0.36 -0.19 
13 benzoic acid methyl ester -4.28 -4.41 0.13 
14 hexanoic acid methyl ester -2.49 -3.15 0.66 
15 propionic acid 2-methylethyl ester -2.22 -2.05 -0.17 
16 butanoic acid methyl ester -2.83 -2.40 -0.43 
17 propionic acid ethyl ester -2.80 -2.88 0.09 
18 acetic acid 2-methylethyl ester -2.64 -1.75 -0.90 
19 acetic acid propyl ester -2.85 -1.86 -0.99 
20 propionic acid methyl ester -2.93 -3.15 0.22 
21 acetic acid ethyl ester -3.09 -3.23 0.13 
22 acetic acid methyl ester -3.31 -3.15 -0.16 
23 formic acid ethyl ester -2.64 -2.62 -0.02 
24 butanoic acid -6.35 -5.93 -0.42 
25 propionic acid -6.47 -6.20 -0.27 
26 acetic acid -6.70 -6.93 0.24 
27 octanal -2.29 -3.60 1.31 
28 heptanal -2.67 -2.36 -0.31 
29 hexanal -2.81 -3.42 0.61 
30 pentanal -3.03 -3.11 0.08 
31 butanal -3.17 -3.04 -0.14 
32 proponal -3.44 -3.75 0.31 
33 acetaldehyde -3.50 -3.98 0.48 
34 acetophenone -4.58 -3.79 -0.80 
35 2,4-dimethyl-3-pentanone -2.74 -2.39 -0.34 
36 4-heptanone -2.92 -2.53 -0.39 
37 2-heptanone -3.04 -3.48 0.44 
38 4-methyl-2-pentanone -3.06 -2.66 -0.40 
39 2-hexanone -3.29 -3.62 0.33 
40 3-methyl-2-butanone -3.24 -3.01 -0.23 
41 3-pentanone -3.41 -3.36 -0.05 
42 2-pentanone -3.53 -3.05 -0.48 
43 2-butanone -3.63 -3.06 -0.58 
44 2-propanone -3.97 -3.43 -0.54 
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Table I. Continued 

45 pyridine -4.70 4.41 -0.28 
46 trimethylamine -3.24 -1.78 -1.46 
47 dibutylamine -3.33 -4.48 1.15 
48 dipropylamine -3.66 -4.85 1.19 
49 diethylamine -4.07 -4.31 0.25 
50 dimethylamine -4.28 -4.92 0.64 
51 hexylamine -4.03 -4.96 0.94 
52 pentylamine -4.09 -4.91 0.81 
53 butylamine -4.29 -4.01 -0.28 
54 propylamine -4.39 -4.88 0.49 
55 ethylamine -4.50 -4.89 0.39 
56 methylamine -4.56 -4.68 0.12 
57 dibutylether -0.83 -1.25 0.42 
58 diisopropylelher -0.53 -0.53 0.00 
59 dipropylether -1.15 -1.79 0.63 
60 2-methoxy-2-methyIpropane -2.21 -0.93 -1.28 
61 1 -ethoxypropane -1.81 -1.29 -0.52 
62 2-methoxypropane -2.00 -2.32 0.32 
63 1 -methoxypropane -1.66 -2.38 0.72 
64 diethyl ether -1.63 -1.63 -0.01 
65 dimethyl ether -1.89 -2.21 0.32 
66 1,1-dinethylethyl phenol -5.92 -5.94 0.02 
67 4-methylphenol -6.13 -6.04 -0.09 
68 2-methylphenol -5.87 -5.30 -0.57 
69 phenol -6.61 -6.09 -0.52 
70 cycloheptanol -5.48 -4.94 -0.54 
71 cyclohexanol -5.47 -6.16 0.69 
72 cyclopentanol -5.49 -5.58 0.09 
73 4-heptanol -4.00 -4.51 0.51 
74 2,3-dimethyl-2-butanol -3.91 -3.11 -0.80 
75 3-methyl-l-butanol -4.42 -5.29 0.87 
76 1 -pentanol -4.47 -5.66 1.18 
77 1-butanol -4.71 -6.03 1.31 
78 1 -propoanol -4.82 -5.88 1.05 
79 ethanol -5.01 -5.11 0.10 
80 methanol -5.11 -5.94 0.83 
81 biphenyl -2.64 -1.39 -1.25 
82 benzene -0.87 -0.67 -0.20 
83 hexane 2.48 2.19 0.30 
84 2-methylbutane 2.38 2.69 -0.31 
85 pentane 2.33 1.03 1.30 
86 2-methylpropane 2.32 2.41 -0.09 
87 butane 2.08 1.59 0.49 
88 propane 1.95 2.16 -0.20 
89 ethane 1.83 1.99 -0.16 
90 methane 2.00 2.40 -0.40 

Continued on next page 
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Table I. Continued 

91 aspatic acid -8.60 -9.73 1.13 
92 serine -7.00 -7.89 0.89 
93 histidine -12.20 -13.20 1.00 
94 arginie -12.90 -8.42 -4.48 
95 asparagine -11.70 -11.10 -0.60 
96 lysine -6.30 -6.06 -0.24 
97 aniline -4.90 -5.80 0.90 
98 toluene -0.90 -1.20 0.30 

(a) Energy in kcal/moi 

All-atom solvent models. With the emergence of supercomputers it be
came possible to study solvation problems with all-atom solvent models. In 
such models one uses classical force field for the solute-solvent interactions 
(sometimes with induced dipole terms [14, 16, 50, 51] and preferably with 
proper boundary conditions (see below)). With this description and M D or 
M C simulation methods, it is possible to use Free Energy Perturbation (FEP) 
[52] methods to evaluate solvation free energies. Such calculations are based 
on a "charging" process using a potential of the form [16] 

Cm = ci(l - A m ) + € 2 A M (5) 

where et and c 2 are the potential surfaces of the uncharged and charged states, 
respectively. Changing A M from zero to one in η steps gives the charging free 
energy by [52] 

m=n—1 

AG(Q = 0 - » Q = l) = £ -RT\n{<exp[-(tm+i-cm)/RT]>m} (6) 
m=l 

A typical example of such a calculation that involves an adiabatic charging 
of N a + in water [50] is given in Fig. 4. The figure also demonstrates that the 
results obtained by a Langevin dipole model are very similar to those obtained 
by the all-atom model (see ref. [50] for more details). 

The earliest F E P studies of solvation free energies were reported in 1982 [16, 
22]. The interest in this approach has increased significantly following the work 
of Jorgensen [27] that involved a simple test case with good convergence. The 
F E P approach provides now the most popular tool for microscopic calculations 
of solvation free energies e.g. [30, 31, 32]. 
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solvation free energy(gas->so!ution) 

-20 -15 -10 -5 0 5 10 
experimental(kcal/moI) 

Figure 2. The correlation between the observed solvation energies and the corre
sponding calculated results obtained using the POLARIS group charges. A l l 
the molecules considered are not charged (see Table I). 

POLARIS vs. Expérimente 

-120 -100 -80 -60 -40 -20 0 20 

Calculated solvation energy 

Figure 3. The correlation between observed solvation energies and the corresponding 
polaris results for a set of charged molecules. 

D
ow

nl
oa

de
d 

by
 M

O
N

A
SH

 U
N

IV
 o

n 
O

ct
ob

er
 2

6,
 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e:
 S

ep
te

m
be

r 
29

, 1
99

4 
| d

oi
: 1

0.
10

21
/b

k-
19

94
-0

56
8.

ch
00

6

In Structure and Reactivity in Aqueous Solution; Cramer, C., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1994. 



80 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

Figure 4. Showing the free energy as a function of the parameter λ for an adia-
batic charging of a N a + ion in water. The dotted curve was obtained with a 
Langevin Dipole model (see [50] for more details). (Reproduced with 
permission from reference 50. Copyright 1989 American Institute of Physics.) 
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6. WARSHEL AND CHU Calculations of Solvation Free Energies 81 

Despite the great popularity of FEP calculations, they still involve major 
problems when applied to absolute solvation energies. Many workers have tried 
to avoid these problems by focusing on the less challenging task of evaluating 
changes in solvation energies (AAG) (e.g. N a + -> K + ) rather than absolute 
solvation energies. However, in order to obtain consistent parameters for inter-
molecular interaction, it is essential to be able to calculate abosolute solvation 
energies (AGsoi). Such calculations are very sensitive to boundary conditions 
and to the cutoff radius used, and standard periodic boundary conditions do 
not give reliable results (see below). 

Cruc i a l problems wi th boundary conditions and long-range interac
tions. Computer simulations of solvation processes should take into account 
a system with an infinite number of solvent molecules. In the case of pure 
solvents (without a solute) one can use periodic boundary conditions to sim
ulate a finite system as a part of an infinite system. However, this approach 
does not provide such a good approximation for studies of solvated ions. That 
is, as is illustrated in Fig. 5, the symmetry around a charge is clearly not 
periodic (a very informative discussion of the problem associated with the use 
of periodic boundary conditions is given in a recent work of Aqvist [53]). Thus 
it is imperative to use nonperiodic boundaries. Such a treatment has been 
introduced in the early SCSSD model [15] and led to the development of the 
surface constrained all-atoms solvent (SCAAS) model [17, 50]. This model uses 
a spherical simulation region surrounded by a surface region and a bulk region. 
The surface region involves radial and angular constraints that force the po
larization of a finite simulation region to follow the polarization expected from 
an infinite system. Related models that emphasize the thermal fluctuations 
of the surface region but did not introduce polarization constraints, have also 
been developed [54]. The SCAAS model allows one to get a consistent esti
mate of the bulk contribution (which is difficult to evaluate consistently when 
one uses periodic boundary conditions) and to get relatively fast convergence 
with a relatively small number of solvent molecules. 

Another problem that has not received sufficient attention is the cutoff 
of the long-range electrostatic interactions. Customary cutoffs of 10A lead 
to overpolarization of the solvent molecules and the overestimation of the 
corresponding solvation energies. Our effort to overcome this problem involves 
the development of the generalized Ewald method [55] and the simpler but 
more effective Local Reaction field(LRF) method [56]. The latter method 
provides an excellent approximation for the energetics obtained without any 
cutoff, while using as small a cutoff as 7 A. The L R F method also gives much 
more stable F E P results than those obtained with standard cutofff methods 
[56]. Other methods that can help in solving the long range problem have been 
reported [57] but the performance of these methods has not been examined in 
systematic calculations of solvation free energies. 
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Figure 5. Showing the problems associated with the use of periodic boundary condi
tions for studies of solvation of ions. 
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Q u a n t u m mechanical solvation models 

The classical approaches considered above cannot be used when the solvent 
field has a major effect on the solute wave function. This includes, of course, 
chemical reactions and in particular charge separation processes. Here it is 
essential to represent quantum mechanically at least a part of the system. 
Different attempts to develop quantum mechanical solvation models will be 
reviewed below. 

Supermolecular approaches. Seemingly, the most straightforward approach 
to quantum mechanical solvation problems is to treat the solute and the sol
vent quantum mechanically as one large supermolecule. Unfortunately, it is 
impractical to treat sufficient number of molecules vquantum mechanically and 
it is clearly impossible to explore sufficiently large phase space in any attempt 
to evaluate solvation free energies. Supermolecular calculations that involve 
only few solvent molecules were reported by several workers [e.g. [6, 58]] but 
the results of such studies could not be converted to solvation free energies in 
solutions. 

React ion field models. The incorporation of continuum solvent models in 
quantum chemical calculations has been explored in the early work of Klop-
man [4] who considered the problem in a heuristic way and provided a useful 
expression for the solvation contribution to the energetics of a given solute 
charge distribution. Subsequent studies (e.g. [9, 10, 11, 12, 20] considered 
the solute in a spherical cavity located inside a continuum dielectric medium. 
The corresponding potential from the solvent was expressed in terms of the so
lute charge distribution and incorporated into the solute Hamiltonian. While 
such approaches seem quite rigorous (especially when applied self-consistently 
[9, 11]), they depend on the third power of the cavity radius, which is basi
cally an adjustable parameter whose actual value is not given in a reliable way 
by the available prescriptions (see first section). Thus the calculations may 
involve substantial errors and can only be considered as rough estimates. It 
is possible that the elegant form of the macroscopic treatments led some to 
overlook the bottom line, which is the ability to predict reasonable solvation 
free energies. A model that cannot give reliable solvation energies should not 
be used for quantitative quantum mechanical studies of processes in solutions 
regardless of its formal justification. 

Recent attempts to estimate the effective cavity size [10, 26] led to some 
progress and more quantitative results were obtained by the use of descretized 
continuum methods [21, 36]. The use of a well parameterized generalized Born 
model also led to significant progress [48], illustrating again the crucial need 
to parameterize and validate any solvation model [15]. 
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In general, we feel that cavity models have led to very significant con
ceptual progress (in particular with regards to the general trend in solvation 
energies) but probably held back the quantitative progress of the field. With 
digital computers, it is much simpler to overcome all the conceptual problems 
associated with continuum treatment by using explicit dipolar models. This is 
particularly true with regard to the incorporation of induced dipoles in excited 
state calculations (see below) and to the treatment of solvent fluctuations. 

M O / E x p l i c i t - S o l v e n t Models . The emergence of computers allows one to 
overcome the long standing problems associated with continuum formulations 
and to represent the solvent by explicit dipolar models. The realization of this 
point led quite early [14, 15] to quantitative quantum mechanical solvation 
calculations. The corresponding models were based on a hybrid treatment 
that treated the solute quantum mechanically while considering the solvent 
classically. The simplest way to understand this hybrid concept is to think of 
the solute-solvent system as a supermolecule by writing the SCF matrix as 

j?SS j?Ss 
(7) 

where S and s designate solute and solvent respectively and the F matrix 
elements are given in [1]. The assumption that the solvent and the solute 
AO's are orthogonal to each other, implies, within the CNDO approximation, 
that F 5 s = 0. Treating the complete F matrix within the CNDO-type all 
valence electron approximation and freezing the MO coefficients of the solvent 
orbitals one obtains 

= ( 0 > - Σ « * 7 Α Β μζΑζβ (8) 

where (F s )o stands for the SCF matrix of the isolated solute molecule, A 
and Β are, respectively, solute and solvent atoms, qe are the solvent atomic 
charges and η^Β is the two-electron repulsion integral, which accounts here for 
the solvent influence on the solute electronic structure. 

Taking eq. (8) and approximating 7 ^ by e2/rAB, we obtain for any solvent 
configuration 

*1 = (F^)o - Σ *\ΦΑΒ = ( Ο - VA (9) 
Β 

where μ € A and UA designates the total electrostatic potential from the 
solvent atoms at the site of atom A. This equation can be used in the more 
general case where the solvent electrons are polarized by the field of the solute. 
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Basically, the effect of the solvent is to modify the ionization energy of the 
solute atoms and thus to change its electronic structure. The new charges of 
the solute atoms interact with the solvent which in turn changes its polar
ization. The resulting polarization of the solvent modifies the solute charges 
and this leads to a new solvent polarization and so on until self-consistency is 
acheived. When this procedure is implemented with M D or energy minimiza
tion and with non-polarizable all-atom solvent models, the self-consistency 
problem is simplified. In such case it turns out that the solute electronic wave 
function is determined uniquely for any instantaneous solvent structure. 

Although hybrid quantum/classical MO studies of solvation processes were 
reported quite early (i.e. the LD study of ref. [14] and a MINDO/SCSSD study 
of the H2O + H2O —> H3O+ + OH~ autoionization reaction in water [15]), they 
have only become popular in recent years [29, 59, 34, 35, 33, 42]. The popu
larity of these approaches reflects the fact that they provide a practical and 
quite rigourous way for evaluating solvation effects by semiempirical quantum 
mechanical software packages. 

In considering hybrid models, it is important to mention studies that eval
uated the charges of the reacting system by gas-phase ab-initio calculations 
and then solvated this system in classical all-atom solvent models (e.g. ref. 
[28]). Although such studies were clearly important in demonstrating that 
one can reproduce the observed energetics of S/v2 reactions in solutions, they 
were somewhat inconsistent since they neglected the coupling between the so
lute wave function and the solvent polarization. Such approaches cannot deal 
properly with reactions that involve large charge separation (e.g. the above 
mentioned autoionization of water or the heterolytic bond cleavage reactions 
discussed in ref. [60]). 

The E V B model . Although the above mentioned MO models are very ap
pealing, they still involve some problems. This includes the difficulties in im
plementing such approaches in rigorous FEP treatments, the need to perform 
configuration-interaction treatments in studies of bond breaking reactions and 
the fact that the semiemprical integrals used in current semiempirical treat
ments are not calibrated for studies of solution reactions. Perhaps the best 
way to capture the physics of bond-breaking reactions in solutions is offered 
by the Valence Bond (VB) approach. The semiemperical integrals in this ap
proach can be calibrated easily by forcing the reaction surface to reproduce the 
observed energies of the reactant and products at infinite separation and the 
effect of the solvent can be included in a rather unique way. The incorporation 
of classical solvent models in the V B Hamiltonian has been introduced in the 
Empirical Valence Bond (EVB) method [1, 60, 61]. This treatment has been 
used extensively in studies of the energetics and dynamics of chemical reac
tions in solution and proteins [1]. Closely related approaches are now emerging 
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[62, 63, 64] indicating the powerful physics of this method. More details on 
the E V B methods and its extensive applications are given in ref. [19]. 

Representing the solvent quantum mechanically. The above mentioned 
hybrid quantum/classical methods capture a major part of the effect of the 
solvent on the solute wave function. However, some apsects of solvation pro
cesses are not accounted for. These include charge transfer from the solute 
to the solvent and other related effects. Progress in this direction has started 
only recently with the emergence of an ab-initio solvation study that repre
sented the solvent by a pseudopotential [65] (studies of solvated electrons, e.g. 
ref. [66], are also relevant to this issue). The pseudopotential approach in
volves ad-hoc assumptions about the nature of relevant parameters. A more 
promising strategy may be provided by the recently developed Frozen Den
sity Functional Theory (FDFT) [67, 68]. This method considers the entire 
solute-solvent system as a supermolecule in the DFT formulation. However 
the electronic density of the solvent molecules is kept frozen, thus allowing for 
efficient calculations of the energy of solvated molecules. 

A b - i n i t i o and semiempirical F E P calculations. Proper microscopic cal
culations of solvation free energies require an extensive average over the solvent 
configurations. Although this can be accomplished with efficient free energy 
perturbation approaches, it is still quite challenging to combine such calcula
tions with quantum mechanical solvation models. The first incorporation of 
quantum mechanical and F E P calculations has been introduced in E V B stud
ies [18]. In fact, the E V B provides a natural way for F E P calculations using 
mapping potentials of the form [60, 18] 

Zm=EX?ti (10) 
t 

where the e, are the different resonance structures that describe the given 
reaction. 

The implementation of F E P calculations with M O models is much less 
straightforward. Attempts to use gas phase ab-initio surfaces as the basis 
for F E P studies in solutions [28] are somewhat inconsistent (see the section 
on MO/Explicit-Solvent Models). More recent attempts [59] used the coordi
nates of the solute in their reactants and product states for the F E P mapping, 
thus introducing artificial constraints. Basically, it is difficult to find simple 
mapping parameters within the M O formulation; for example the Bond or
der cannot be used as a mapping parameter since its value changes with the 
fluctuations of the solvent [60]. 

A general way for F E P calculations with semiempirical and ab-initio M O 
treatments has been introduced recently [42, 65, 68]. This approach is based 
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on the use of the E V B surface as a reference state for the F E P / M O calcu
lations. The evaluation of the MO free energy only involves calculations of 
the free energy associated with changing the potential from the E V B to the 
M O representation in a few points along the reaction path. Furthermore, this 
approach does not require the evaluation of the ab-initio forces since the tra
jectories involve the E V B forces. Such an approach has been used in A M I 
calculations of solvation energies and most significantly in ab-initio pseudopo
tential calculations [65] and in F D F T calculations of solvation free energies 
[67]. 

Solvent effects on electronic transitions 

Trying to account for the the effect of the solvent on the spectrum of a given 
molecule, one has to evaluate the change in the solute-solvent interaction upon 
electronic excitation. This change may involve many factors such as disper
sion, polarization, Coulombic and charge-transfer interactions. The polar
ization and Coulombic interactions are expected to have the dominant effect 
on electronic transitions that involve large changes in the solute charge dis
tribution. This is, in fact, the assumption made by McRay [69] and others 
[70, 71, 72, 73, 41] in their pioneering studies of solvent effects on absorption 
spectra. However, these early studies and more recent works (e.g. [74, 75, 76]), 
were formulated on a phenomenological level and involved macroscopic contin
uum models with an arbitrarily defined cavity radius as an adjustable param
eter. Such treatments, which might seem quite reasonable at first sight, lead 
to major problems when one tries to evaluate the absolute value of the sol
vent effect (rather than the trend associated with changes of solvent polarity). 
Furthermore, significant difficulties are involved in macroscopic treatments 
of electronic excitation in polar solvents. In such cases the induced dipoles 
of the solvent should adjust themselves to the charge distribution of the ex
cited solute, while still responding to the polarization of the solvent permanent 
dipoles (which are kept at their ground state orientations). While macroscopic 
treatments of this problem are available for cases where the solute charge dis
tribution can be represented by the dipole approximation, the treatment of 
more general charge distribution presents a significant challenge. This chal
lenge becomes more serious when the solvent polarization in the ground state 
involves saturation effects. 

Early attempts to evaluate absorption spectra of solvated molecules on a 
quantitative level has emerged with the use of microscopic polar models [15, 
17, 77]. More recent studies [78] along that line include a systematic study that 
used both the LD model and the SCAAS all-atom model. The latter model was 
used with a systematic MD simulation and with the dispersed polaron model 
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[79] that provided a rigorous way to obtain line shapes of solvated molecules 
[78]. Important attempts to use microscopic models in evaluating the spectra 
of solvated models were reported in refs.[80, 81] and many more studies are 
expected to emerge in the near future. Microscopic studies of the spectra of 
proteins were also reported [77]. 

Modeling Solvated Macromolecules 

The importance of electrostatic energies in macromolecules have been pointed 
out frequently (e.g. [2, 3, 17, 25, 82, 83, 84]). However, it is not so widely 
accepted that the evaluation of the "solvation" of active groups in proteins 
might provide the best way of correlating structure and function [3]. Never
theless, recent progress in calculations of solvation energies of macromolecules 
have opened up new possibilities for exploring the structure and function of 
macromolecules. These options have been reviewed recently [17, 25, 85, 86] 
and we will only consider here several important points. 

Macroscopic models. Macroscopic studies of electrostatic interactions in 
proteins dates back to the pioneering studies of Lingstrum Lang [87] and 
to the extremely influential model of Κ irk wood and Tanford [88] that were 
formulated before the availability of X-ray structure of macromolecules. In 
retrospect, it appeared that the use of macroscopic models to describe macro
molecules is even more problematic than the corresponding use in studies of 
small molecules. Not only that the value of the local dielectric constant could 
not be determined by the use of macroscopic concepts [89], but the proper 
treatment of polar environments around charged groups presented a major 
challenge that was not considered by the early macroscopic treatments (see 
[90]). In fact, all macroscopic studies of solvated macromolecules have in
volved major inconsistencies until as late as the mid eighties (see discussion 
in [85, 90, 91]) significantly after the emergence of consistent treatments by 
microscopic polar models [14, 17]. 

Recent years led to enormous progress in the implementation of macro
scopic models in studies of macromolecules. Discretized continuum (DC) mod
els (e.g. [23, 25]) provided a practical way to represent the solvent around the 
macromolecules and eventually started to consider the local polarity and to 
take care of self energies. The issue of the proper local dielectric is still largely 
misunderstood although this question can be addressed on a consistent mi
croscopic level [89]. It is also hard to account properly for internal water 
molecules and to represent consistently the protein reorganization during a 
charging process although these two effects can be considered as a part of the 
protein dielectric constant. 
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Despite the problems involved with initial implementation of continuum 
models they are becoming very popular and quite reliable when applied con
sistently. These methods are proving repeatedly that the solvent around the 
protein can be represented by simple models which are frequently more reliable 
than some microcopic all-atom treatments with improper boundary conditions. 

The P D L D model. As in the case of small molecule, it appears that the first 
model that captured the physics of electrostatic effects in macromolecules was 
a simplified microscopic model; the protein dipoles Langevin Dipoles (PDLD) 
model [14, 17]. This model considered explicitly the protein permanent and 
induced dipoles while representing the solvent by the Langevin dipoles model. 
The development of the PDLD model reflected the point of view that the 
"safest" way to treat electrostatic effects in proteins is to count all the inter
actions microscopically, thus avoiding the dielectric concept all together. 

The PDLD method has been used extensively in evaluations of electrostatic 
energies in proteins. This included calculations of intrinsic pK a ' s , redox po
tentials, enzyme catalysis, absolute binding energies, and penetration of ions 
through ion channels [49, 85]. The current version of the P D L D approach is 
implemented in the program POLARIS [49]. This version involves M D gen
eration of protein configurations, which are then used in P D L D calculations. 
The recent version also includes an hydrophobic term which is corrected for 
the effect of the local field at the surface of the protein. In addition the PO
LARIS program includes a semimacroscopic version [49] where the effect of 
the protein relaxation (in response to changes of charges) and the effect of the 
induced dipoles are considered as a dielectric effect and the P D L D results are 
scaled accordingly. This model gives stable results and converges faster than 
the microscopic PDLD methods. In fact, the semimacroscopic model provides 
a connection between the PDLD and the discretized continuum models. The 
semimacroscopic model gives, for example, encouraging results in calculation 
of binding free energies [49]. 

All-atom microscopic models. The availability of powerful computers 
made it possible to use all-atom models in studies of electrostatic energies 
in solvated proteins. Impressive progress has occured in the field since the 
early F E P studies of electrostatic energies in proteins [18, 30, 92, 93, 94] and 
F E P calculations of solvated macromolecules are now growing exponentionally 
(see ref [30, 31, 32]). FEP simulations have been applied to a wide range of 
properties of proteins including p K / s [49], redox processes [49, 95, 96], ligand 
binding [30, 32], enzymatic reactions [1, 19, 97], ion channels [98, 99], and 
protein stability [100]. Despite this progress, there are still major problems 
with regards to convergence and boundary conditions (see below). 
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The importance of proper boundary conditions. Despite the progress 
in all-atom simulations, we are still far from the stage where a simple use 
of a standard computer package will give accurate results for solvation free 
energies in proteins. As in the case of small molecules, periodic boundary 
conditions do not reflect the correct symmetry of the field around proteins. If 
one likes to assume that the periodic treatment is reasonable, then each unit 
cell should include the entire protein. The Ewald method is not useful in this 
case, since the main problem is now associated with the treatment of the long 
range interactions within the enormous unit cell. Here the combination of the 
SCAAS boundary conditions and the L R F long-range corrections appears to 
provide a very effective toll (see ref. [49]). 

Perhaps the most common error in evaluating electrostatic energies in 
macromolecules involves the treatment of ionizable residues while neglecting 
to include a sufficient number of solvent molecules. In fact, the electrostatic 
field of surface groups is almost completely screened by the solvent and it is 
much better to neglect the charge of this group than to treat them in their 
ionized state, while neglecting the dielectric effect of the solvent [101]. The 
same is true with regards to the so called "Helix dipoles" whose effect is largely 
overestimated without proper boundary conditions [102]. 

Because of the problems associated with incomplete microscopic treatments 
of electrostatic energies, it is important to compare the results of such calcu
lations to those obtained with the PDLD or DC approaches. This point is 
nicely illustrated in a recent study of the absolute p K a of the acidic groups of 
B P T I [56] and in calculations of the energetics of the charge transfer states in 
bacterial reaction centers [101]. 

Conc lud ing Remarks 

In this chapter we considered different solvation models and reemphasized the 
point that the solvent effects are the missing link between gas phase calcu
lations and the evaluation of the properties of molecules in solutions. Ap
parently, the physics of the solute-solvent interaction is not so complicated 
and can be captured by models with different degrees of complexity. While 
each of these models may have its strength and weaknesses, it is becoming 
increasingly clear that a proper and self-consistent representation of the entire 
system in which the "solute" finds itself is essential for approaching quantita
tive success. Hence, seemingly rigorous treatments that only consider a limited 
part of the system or do not treat the solute-solvent coupling in an adequate 
way may yield somewhat irrelevant results. The importance of representing 
the complete system can hardly be overemphasized when dealing with macro
molecules. Here the use of all-atom models do not always present the best 
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choice, particularly when such approaches do not involve the implementation 
of proper boundary conditions. 

It is important to point out that the most accurate results are obtained at 
present with models which are empirically calibrated using observed solvation 
energies. Despite the belief by some that all-atom models reproduce correct 
results because of an inherent physics, both continuum and all atom model 
involve as adjustable parameters the effective atom size (the van der Waals 
radius) and the residual charges. We are still not at a stage where ab-initio 
surfaces give accurate solvation energies. In fact, it is possible that only the 
inclusion of the charge-transfer interaction between the solute and the solvent 
will allow ab-initio solvation energies to be of quantitative predictive value. 

The importance of hybrid quantum/classical models is becoming increas
ingly clear [19]. Such methods allow one to describe chemical processes in 
solution without attempting to treat the entire system quantum mechanically. 
It is quite possible that such approaches will provide sufficiently reliable tools 
for studies of most classes of chemical processes in solution and in solvated 
macromolecules. Yet it is clearly important to find new approaches that can 
also represent the solvent quantum mechanically. Some initial progress is being 
made in this direction [67, 68] but the main challenge is clearly ahead. 
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Chapter 7 

Simulated Water Structure 

E. Clementi and G. Corongiu 

CRS4, Center for Advanced Studies, Research and Development 
in Sardinia, P.O. Box 488, 09100 Cagliari, Italy 

Université Louis Pasteur, 3 rue de l'Université, 67084 Strasbourg, 
France 

The ab-initio quantum mechanically derived potential for flexible 
water molecules of Nieser-Corongiu-Clementi, NCC-vib, is used for 
molecular dynamics simulations of liquid water in the temperature 
range 242-361 Κ for H2O and 238-368 Κ for D2O. Pair correlation 
functions, x-ray and neutron scattering structures, translational, 
librational, bending and stretching mode frequencies are found in 
good agreement with laboratory data. The simulated trajectories are 
used to obtain a model for liquid water. 

Proposals on what liquid water is like have been and continue to be a major focus 
in this century physical-chemistry. We recall the Born proposal, later extended by 
Onsager, where water is described as a continuum material characterized by high 
dielectric constant; as it is known, this very simple model accounts for 
macroscopic properties, particularly solvation energy. For a structural characteriza
tion at the atomic level, we recall the proposals by Bernai and Fowlers, later 
extended by Sceats and Rice, where liquid water is essentially formed by 
tetrahedrally coordinated water molecules hydrogen bonded one to another. 
However, recent laboratory experiments support the hypothesis that in liquid 
water there are most likely more than one species, in equilibrium one with the 
other. In our work, summarized in this paper, we have attempted to determine and 
characterize these different species and to predict their probability distribution at 
different temperatures, from supercooled to hot water. We have used molecular 
dynamics trajectories as main tool; the computed trajectories have been obtained 
with a force field, which we have developed. 

We will start by reviewing our force field, then we present the static properties 
obtained from the M D simulations (pair-correlation functions, x-ray and neutron 
diffraction intensities), and the dynamical properties (particularly the density of 
states). The good agreement with a very broad amount of laboratory experiments 
allows us to consider our computed trajectories as a reliable data bank, from 
which we can extract a model for liquid water. 

0097-6156/94A)568-0095$08.00/0 
© 1994 American Chemical Society 
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96 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

The N C C potential 

In the last few years many new potentials have been proposed to model water-
water interactions. In the literature, two classes of many-body potentials have 
been developed to describe water-water interactions: (i) the class of empirical 
potentials (1-13), where the parameters in the analytic form of the potential 
energy are parametrized against experimental data, and (ii) the class of ab initio 
potentials, where the parameters are determined on the basis of quantum mechan
ical calculations on small clusters of water molecules (14-20). The first type of ab 
initio potentials is of pair-wise nature without correlation corrections (14), the 
second type adds the electron correlation corrections (15-17), and finally the third 
type introduces many body effects, either as 3- (18) or as 4-body (19) corrections 
or as polarization (20). An alternative, presently limited to a few water molecules 
and short simulated times, is the direct use of quantum mechanics in computing 
the forces at each time step (21). Most simulations obtained with empirical poten
tials discuss pair-correlation functions, thermodynamic quantities, and, but less 
frequently, x-ray and neutron diffraction data. Dynamical properties are very 
seldom analyzed and, to our knowledge, no temperature dependence study has 
been discussed. For this reason, we will compare our results with experimental 
data rather than with previous simulations. 

This paper reviews the existing numerical simulation based on the ab initio 
polarizable potential (20) which has been developed by Nieser, Corongiu and 
Clementi (NCC). Parts of this paper follow on from the original papers (20, 
22-28), to which we refer the interested reader for further information. The good 
agreement between the experimental and simulated data found in the liquid and 
solid phases for static and dynamic properties suggests that a computer "sub
stance" very similar to real water, based only on ab initio quantum mechanical 
calculations, has indeed been created. 

The NCC potential has been parametrized against quantum mechanical calcu
lations a the MP4 level for water dimers and at the HF level for water trimers 
(20). It is composed of two contributions: a two-body potential, V ^ ^ y , and a 
polarization term, E ^ j . The polarization effects in the NCC potential are repres
ented by a point polarizability along each of the two OH bonds. An intramolec
ular term, V i n t r a , has been added to the NCC potential (22) to take into account 
the intramolecular degrees of freedom. The potential is therefore composed of 
three terms: 

VNCC ~ Vtwo - body + Vpol + Vintra (1 ) 

where the V t W ( > b o ( j y is an additive term, which takes care of the repulsion 
between atoms and their electrostatic interactions; V ^ j is a polarization term 
expressed as 

Δ i = l λ = 1 

where λ is an index running over the polarizability points of each molecule, El is 
the electric field generated by the charges q on molecule i at the λ position, N m is 
the number of molecules in the system, and \xh is given by 
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7. CLEMENTI AND CORONGIU Simulated Water Structure 97 

with Τ the dipole-dipole matrix and the polarizability tensor. The value of 
charges q and of the point polarizability tensor α are obtained by the 
parametrization procedure (20). The inter-molecular potential yields room tem
perature thermodynamical properties in nice agreement with laboratory data (for 
details see Refs. 20 and 22). In summary, the computed vaporization energy is 
10.9 Kcal/mole, which reduces to 10.2 ± 0.3 Kcal/mole when quantum corrections 
are included; the corresponding experimental value is 9.9 Kcal/mole. The average 
dipole moment for water in the liquid is 2.8 Debye, which is the correct value to 
obtain the dielectric constant experimentally observed. The simulated specific heat 
is 73.5 J/(mole K) to be compared with the experimental value of 74.9 J/(mole 
K). The computed diffusion coefficient is 0.25 χ 10"5 cm2/s to be compared with 
the experimental value of 0.24 χ 10-5 cm2/s. The NMR relaxation time from our 
simulation is computed as 1.8 ± 0.2 ps, the experimental value is 2.0 ps. The 
computed values of the low and high frequency sound modes are 1288 and 3200 
m/s, respectively, to be compared with the experimental values of 1390 ± 100 and 
3310 ± 350 m/s, respectively. The computed value of the pressure fluctuates 
strongly around the value of -1180 atm ± 470 atm, however, this simulated value 
is algorithm dependent, and we refer the interested reader to Ref. 22 for more 
details. 

The intra-molecular potential, Vtnlra, is also derived from ab-initio computations 
(29). It is expressed, up to quartic terms, in functions of the three internal coordi
nates of the water molecule, the changes in the OH bond lengths and in the OHO 
bond angle. The equilibrium bond length and bond angle predicted by the poten
tial, for one water molecule in the gas phase, are 0.9576 À and 104.59° respec
tively, to be compared with the experimental values (30) of 0.9572 Â and 104.5°. 

Molecular dynamics simulations in the liquid phase have been performed with 
samples of 1000 or 512 water molecules at several temperatures (24), and at a 
density of ().991g/cm\ Simulations in the solid phase (hexagonal ice, Ih) have 
been performed with 432 molecules (26, 27). The simulations have been carried 
out at constant energy and constant density (NVE ensemble). Periodic boundary 
conditions have been applied to simulate the infinite system, and to handle the 
electrostatic interactions we have used the reaction field technique. The self-
consistent set of induced dipole moments is calculated at each step by an iterative 
method, as explained in detail in Ref. 20. A sixth-order Gear predictor corrector 
method was used to integrate the equations of motion with a time step of 0.125 
fs. Readers are referred to the original papers for further information. 

The liquid phase: x-ray and neutron diffractions and pair correlation func
tions 

To stress the reliability of our interaction potential we compare in Figs, la and 2a, 
respectively, the experimental X-ray (31a) and neutron (32) intensity data at 
Τ = 29KK with the same quantities calculated from the M D simulated data at 
Τ = 305K. Notice the overall satisfactory agreement between simulated and exper
imental data, which is the best thus far reported, including even those based on 
interaction potentials fitted to experimental data. 
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Figure 1. (a) X-ray scattering intensity, (b) Temperature dependence of the 
first two peak positions on S(k). Reprinted with permission from Ref. 28. 
Copyright 1993 Elsevier Science Publishers B.V. 
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Figure 2. (a) Neutron structure factor, (b) Temperature dependence of the 
position of the first peak in the neutron S(k). Reprinted with permission 
from Ref. 28. Copyright 1993 Elsevier Science Publishers B.V. 

Characteristic quantities in the X-ray scattering are the position and intensity of 
the first two peaks, which are known to vary drastically with temperature (51). 
The position of the first and second structural peaks in S(k) as a function of tem
perature, for both experimental (crosses) (31) and simulated (stars) data are 
reported in Fig. 1(b). The MD data show that, for temperatures above the super
cooled region, both the intensity (not reported) and the position of the first peak 
grow almost linearly with temperature, whereas there is a decrease for the second 
peak; eventually, at higher temperatures than those considered here, the two peaks 
merge into a single one. Thus, the NCC data agree well, qualitatively and 
quantitatively, with the experimental results, on the shape of the S(k) function as 
well as in its temperature variation. As for the X-ray data, we find a quantitative 
agreement also for neutron diffraction data (Fig. 2a). In the structure factor, the 
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7. CLEMENTI AND CORONGIU Simulated Water Structure 99 

position of the first peak is temperature dependent and shifts towards low k values 
on cooling the sample, approaching values characteristic of the amorphous low 
density ice. In Fig. 2b we compare the computed (stars) and the experimental 
(crosses) position of the first peak as a function of temperature. 

The neutron diffraction MD simulated data are analyzed in Figs. 3 and 4. We 
first recall the definition of the total structure function, 5(A): 

S(K) = Sd(k) + Sm(k), (4) 

where the quantity SJJa) is related to the intermolecular scattering caused by the 
correlation of atoms in different molecules and Sm(k) is the contribution due to the 
atomic correlation within the same molecule. The calculated S(k) curves in Fig. 3 
are obtained from the MD simulated ga^{r) intramolecular parameters; the only 
empirical information used are the coherent scattering lengths (32). In Fig. 3 we 
report the total structure function, S(£), for water with 99.75%, 67.89, 35.79 and 
0.01% of deuterium content. Two sets (32, 33) of laboratory neutron scattering 
data are reported and compared with the MD simulated scattering intensity. The 
agreement is very satisfactory, especially with the data of Ref. 33. 

Figure 3. Total neutron scattering intensities for samples with different D20 
content. 

In Fig. 4 we move to an even more detailed comparison with experimental data, 
this time considering the partial structure functions. Unlike the total structure 
functions, these three functions, hoo(k), few(A), and &WW(A), are related only to indi
vidual pair correlations and thus should provide crucial tests of various water 
models. The general agreement between the simulated and experimental 
hoo(k), hoH(k) and hHH(k) is good and our data is closer to the results of Ref. 33. 
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100 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

The simulated H(k) for the samples with different deuterium content in function of 
temperature are reported in Ref. 24. 

Figure 4. Computed and experimental partial neutron scattering intensities. 

In Fig. 5 are compared the simulated oxygen-oxygen and oxygen-hydrogen pair 
correlation functions, goo(r) and gcw(r), with those obtained from X-ray and 
neutron diffraction experiments by Narten (31, 34) and from neutron diffraction 
by Soper (33), both at a temperature of 298K. There are notable differences in the 
two experimental sets of data. The M D data agree much better with Soper's data. 

The goo(r) values at six different temperatures are reported in Fig. 6 (left inset). 
We note the existence of radial positions where the value of the radial distribution 
function does not change. The same property is found for the gonO) and gHn(r) 
functions (see Ref. 24). Indeed, the difference between any pair of temperatures is 
zero at exactly the same points. This property was observed experimentally by 
Bosio et al. (31b). These authors made accurate measurements of the oxygen 
radial distribution function for two different temperatures Γι and Γ2, chosen such 
that the density p of water is the same for both temperatures; this is possible 
owing to the existence of a maximum in the function p(7). By subtracting the 
respective radial distribution functions, they obtained "isochoric temperature dif
ferential functions" displaying the remarkable property that only the heights of the 
peaks and valleys (but not their positions) depend on temperature. 
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7. CLEMENTI AND CORONGIU Simulated Water Structure 101 

Figure 6. Left: Oxygen-oxygen radial distribution functions: Temperature 
dependence. Right: Coordination numbers, N0o{f\ T) at different temperatures. 
Adapted from Ref. 24. 

The existence of a point invariant for a change in temperature is also found in the 
integral of the radial distribution function, i.e. in the number of neighbors found 
inside a sphere centered on a selected atom (Fig. 6 right insert). The properties of 
invariance shown by the g(r) functions, and by its integral, speak strongly in favor 
of a decomposition of the local environment in two large groups. Following Ref. 
35 we assume, as a first approximation, that in the liquid there are two species A 
and B, with "temperature-dependent" concentrations xA(T) and xB(T) and with 
(xA + Jte = 1). Then the total radial distribution function gT is related to the radial 
distribution functions gA and gB of species A and Β by the relation 

&</\ J) = xA{T)gA(r) + xB(TjgB(n (5) 

With this functional choice, the points where gA(r) = gB(r) are temperature invar
iant. In Ref. 35 it is shown that Eq. (5) is satisfied also by the radial distribution 
functions calculated over the inherent structures. This means that the existence of 
points invariant for a change of temperature in g(r) is due to the temperature 
dependent underlying structure of the liquid. Thus the existence of such points 
cannot be accounted for by invoking "trivial" thermal disorder broadening of the 
main peaks in g(r). The fortuitous crossing of the different temperature is ruled 
out by the existence of more than one invariant point, not only in g(r) but also in 
the integral of g(r), up to about 7À (see right insert of Fig. 6). From Eq. 5 we 
have 

NooiT) = \gj(rJ)r2dr = xA(T) jgA(r)r2ûr + xB(7)jgB(r)r2dr (6) 

In the same way the isochoric temperature differential function is given by 

SiirJi) - gjin Tx) = lxB(T2) - xB(T{)]lgB(r) - gA(r)} (7) 

By using Eq. (7), we can interpret the changes in temperature of Fig. 6 as an 
effect of the decreasing concentration of the Β species on cooling. It is important 
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102 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

to stress that the two species, A and B, are characterized by a variety of geom
etries whose probability distribution is expressed by gA(r) and gB(r). Also, being a 
liquid mixture of A and B, a cross term in the expression for the radial distrib
ution function would be expected (Eq. 5). The fact that this term is not needed for 
distances shorter than 7À, suggests that the local structure imposed by the central 
molecule extends up to that distance. 

Simulated density of states 

We recall that the Fourier transform of the velocity autocorrelation functions 

φ(ω): m 
nkhT 

< v(0).v(f) > e m 

is the density of states, or spectral density. 
Fig. 7 collects the results in the frequency range 0-4500 c m - 1 at Τ = 305K for 

liquid H 2 0 (left), which shows frequency shifts relative to both liquid D 2 0 (right) 
and to the gas phase. The gas phase frequencies are indicated with dotted lines in 
the two insets. In the figure, the oxygen atom contribution is separated from that 
of the hydrogen (or deuterium) atom. Moving from low to high frequency, the 
main bands have been assigned, on the base of laboratory experiments, to the 
translational, librational, bending, and stretching modes, respectively. 

- 0 
ii - D 

ri : 
: i ! 
Π ! 

_. gas 

! ! cd(cm "') 

500. 1500. 2500. 3500. 4500. 500. 1500. 2500. 3500. 4500. 

Figure 7. Left: Oxygen and hydrogen power spectrum from simulated H 2 0 
at Τ = 305 Κ. Right: Same but for D 2 0 . 

Notice that at low frequencies the spectrum is dominated by the contribution from 
the oxygen atom trajectories, while at high frequencies the hydrogen atoms domi
nate with the deuterium at intermediate frequencies (this is expected on the base 
of the H/D relative masses). The low frequency region is dominated by the inter-
molecular water-water interactions, while the high frequency region is dominated 
by the intramolecular motions for a single molecule of water. 

In the following, we shall first provide an overall view of the density of state in 
the liquid, up to 4500 cm-1, and then we shall comment band by band in detail. 

The gas phase values of Fig. 7 have been computed with normal mode analysis. 
By comparing the computed gas phase values with the corresponding exper-
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7. CLEMENTI AND CORONGIU Simulated Water Structure 103 

imental values (56, 57), it is found that the three vibrational frequencies (the 
bending, v 2 , and the stretching modes symmetric, V i , and antisymmetric, v 3) are 
overestimated by 90, 189 and 199 cm-1, respectively for H 2 0 and by 55, 110, and 
113 cm-1 f o r D 2 0 (56). These differences arise because the experimental values 
account for both the harmonic and anharmonic contributions to the vibrations, 
whereas the normal mode analysis is limited to the harmonic part only. It is note
worthy in this respect to recall that experimental values (57) have estimated the 
harmonic contribution for H 2 0 to be 1649, 3832, 3943, cm-1, for v 2, V! and v 3 

respectively not far from the computed values of 1685, 3846, 3955 cm- 1. In Fig. 
7, left inset, the band centered at ~ 1750 c m - 1 is the intramolecular bending mode, 
while those at 3626 and 3694 cm- 1 are the intramolecular OH stretching, sym
metric and asymmetric, respectively. Comparing these frequencies with those of 
the single molecule gas phase (vertical dotted lines), we obtain a - 6 5 cm" 1 up 
shift for v 2 and down shifts of -220 and -261 cm- 1 for V i and v 3 respectively. 
These shifts should be compared with the experimental values (38-40) of 55 cm-1 
for v 2, and ~ -300 cm-1 for the stretching modes (experimentally V i and v 3 are not 
well resolved). Therefore, from the liquid simulation we obtain bending and 
stretching bands which substantially deviate from the free molecule and show 
characteristics typical of the liquid state. This is an indication that the 
anharmonicity of the intermolecular //-bond interactions are reliably represented 
by our model. 

The bending mode, found in the liquid phase at 1650 cm- 1 in Ref. 39, should 
be compared with our value of ~ 1750 c m - 1 for 7= 305 K. In our simulations the 
position of the bending mode is overestimated by about 100 cm- 1, and the 
stretching by about 250 cm- 1. These overestimations are about as large as the 
anharmonic effects discussed above for the gas phase. 

The librational, bending and stretching D 2 0 spectra in the right inset of Fig. 7, 
are essentially very similar, in appearance, with those of H 2 0 except that for D 2 0 
the bands are narrower and more pronounced (see, for example, the very good 
separation between Vj and v 3, with a split of about 90 cm-1). 

Concerning the temperature dependency of the translational, librational, 
bending and stretching modes for both H20 and D20 it has been observed that 
only the bending mode is essentially temperature independent, for the other 
modes, shifts are obtained from our simulations. For details see Ref. 25. 

A model for liquid water 

Since the pioneering works of Rontgen (41) and Bernai and Fowler (42) there 
have been many attempts to explain the unusual properties of water in terms of 
simple models, which can be subdivided grosso modo in two broad categories: 
The "continuum" and the "mixture" models. 

The "continuum model" assumes that the dominant structure of the liquid is a 
"locally tetrahedral continuous hydrogen-bonded network", (43, 44) whereas the 
"mixture models" propose (45) the existence of a thermodynamic equilibrium 
between two or more different aggregates of water molecules. Among the recent 
proposed "mixture models", we recall those presented in Refs. 46-50. We recall 
in addition that a detailed analysis of Raman spectra by Walrafen et al. (39) sup
ports the hypothesis of two components: the HB and the NHB, corresponding to 
four-hydrogen bonded and 3-hydrogen bonded water molecules, respectively. 
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104 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

Our M D simulations support the hypothesis of an equilibrium between water 
molecules hydrogen bonded to two, three, four and five water molecules, in 
agreement with previous proposal (23, 47); in particular, we present an analysis, 
where we predict specific spectral features for the different species present in 
liquid water. 

Analysis carried out on the stored trajectories revealed (23) that liquid water 
can be viewed as composed of "clusters" of different sizes and with different 
probabilities of being present in the liquid, depending also from the temperature. 
We recall that a "cluster" can be characterized either by its oxygen atom positions 
or by the position of both the oxygen and the hydrogen atoms; we have placed 
quotation marks on the term cluster, to emphasize that a cluster in the liquid is 
different from a cluster in vacuo. Indeed, the former relates to bulk water, the 
latter to surface structures. A cluster in the liquid is defined as an association of 
(n+1) water molecules, i.e. a central water molecule coordinated, or hydrogen 
bonded (HB), to n; alternatively, if we refer specifically to the central molecule, 
we talk of a bi-, three-, η-coordinated water molecule (n=2, n=3, etc.). In Fig. 8 
we present four clusters. The label A, B, C, and D identifies the central molecule 
in each cluster, i.e. the "solvated water molecule". The solvated molecules A and 
Β are examples of tetra-coordination. Notice that A is coordinated to four water 
molecules (ice-like structure) via four hydrogen bridges (two between the lone 
pair electrons of A and hydrogen atoms of two solvating water molecules and two 
between the hydrogen atoms of A and the oxygen atoms of two additional 
solvating water molecules). In Β the situation is different, since we have one 
hydrogen atom of the solvated molecule Β bridging two oxygen atoms of two 
solvated water molecules (bifurcated hydrogen bond); two additional water mole
cules are bridging the lone pairs of B, as for A. Molecules C and D are examples 
of three-coordinated water molecules: C has a free lone pair, D has a free 
hydrogen atom. 

Β 

C 

Figure 8. A and B are examples of tetra-coordinated water molecules. C 
and D are examples of water molecules three-coordinated. Reprinted with 
permission from Ref. 51. Copyright 1993 Elsevier Science Publishers B.V. 

An analysis (23) carried out by considering only oxygen atoms, revealed that at 
low temperature n=4 is more frequent than n=5, whereas n=5 is more probable at 
high temperature (see Fig. 9 left insert). 
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Figure 9. Distribution of water molecules with coordination number from 2 
to 7. Left: O-O coordination number within a sphere with R=R m j n of goo-
Right: O H coordination number within a sphere with R=R m j n of gQH* 

Three-, hexa-and epta-coordination exist, but less abundantly. Instead, by consid
ering both the oxygen and hydrogen atoms, then the analysis revealed that, at all 
the temperatures, the tetra-coordination is the most important, with the three- and 
penta-coordinations becoming more and more abundant as the temperature rises 
(see Fig. the right inset of Fig. 9). The lifetime of the tetra-coordinated water 
molecules is the longest; from the analysis we found in addition smaller and 
larger clusters, but the corresponding populations are small and the lifetime 
vanishingly short. The resulting overall picture of liquid water is that of a very 
dynamical "macromolecular" system, where clusters of different size and structure 
coexist in different subvolumes of the liquid and each has characteristic lifetimes 
and specific temperature dependencies. 

For the liquid at T=3()5 K, we report the density of states of the hydrogen 
atoms belonging to the water molecules bi-, three, tetra- and penta-coordinated, 
defining the coordination number by considering both oxygen and hydrogen 
atoms. Thus, we do not analyze the spectrum in terms of the entire liquid, but we 
generate the spectra corresponding to different types of solvated water molecules, 
each type with its specific coordination. 

In Fig. 10 we report the density of states in the region 0-4500 cm-1 obtained by 
considering the hydrogen atoms belonging to water molecules with n=2, 3, 4, and 
5. The first band extends up to 1000 cm-1 a n c j corresponds to the librational 
motions, the second one to the bending mode (v2), and the last one to the 
stretching modes, symmetric (Vi) and asymmetric (v3). The dotted vertical lines 
refer to frequencies for one single water molecule in vacuo, computed with the 
same potential we have used to study the liquid. We have labelled as "total" the 
previously reported (see the left inset of Fig. 7) spectrum obtained by considering 
the entire sample of the liquid without any subdivision into clusters. In this spec
trum the modes v 2, v u and v 3 occur at ~ 1756, ~ 3626, ~ 3694 cm-1, respectively. 
The spectra labelled as "2", "3", etc. refer to water molecules with n=2, n=3, etc. 
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1000. 2000. 3000. 4000. 1000. 2000. 3000. 4000. 
w(cm "') u(cm "') 

Figure 10. Left: Density of states of the hydrogen atoms. "Total": full liquid 
water sample; "2": only bi-coordinated water molecules; "3": only three-
coordinated water molecules; "4": only tetra-coordinated water molecules; 
"5": only penta- coordinated water molecules. Right: "Total": full liquid 
water sample; "0": hydrogen atoms not hydrogen bonded to any oxygen 
atom; "1": hydrogen atoms hydrogen bonded to one oxygen atom; "2": 
hydrogen atoms hydrogen. Adapted from Ref. 51. 

In general, by comparing this set of data, notable differentiating features can be 
noted at all frequencies. In particular, in the librational region, the water mole
cules bi-coordinated show a maximum at -380 cm-1, which blue shifts at -450 
cm-1 for the three-coordinated and to -510 cm-1 for the tetra-coordinated. Fol
lowing this first maximum a shoulder starts to appear at high frequencies for the 
three-coordinated water molecules, and it becomes more evident for the tetra-
coordination. The shoulder developes into a broad maximum, centered at -650 
cm-1 (extending up to 1000 cm-1 for the penta-coordinated water molecules). The 
superposition of these partial bands yields the curve reported as "total". 

Walrafen et al. (39) assuming for the tetra-coordinated water molecules a C 2 v 

symmetry as in ice (i.e. four nearest neighbors with four hydrogen bonds equal in 
length, angle, etc., two for its two protons and two lone pairs) report the libration 
around the C 2 axis of A2 symmetry at 550 cm-1, the in-plane libration of B2 sym
metry at 425-450 cm-1, a n d the out-of-plane libration of Bx symmetry at 720-740 
cm-l. From Fig. 10 we notice for the terra- coordinated water molecules a 
maximum at -510 cm-1 a n d a shoulder at - 730 cm-1; it should be noted that one 
could assume under the first broad maximum another gaussian distribution at 
lower frequencies. 

We have already pointed out that in our analysis tetra-coordination does not 
necessarily implies one water molecule with four neighbors as in ice (as for A in 
Fig. 8). In our definition tetra-coordination can arise from many and different con
figurations: for example, either the one considered above (however with a distrib
ution of HB lengths and angles), or one with the lone pairs coordinated to two 
water molecules and one hydrogen atom hydrogen bonded to two different oxygen 
atoms (bifurcated hydrogen bond) and the second hydrogen atom free, etc. It is 
reasonable to assume that the first type (the ice-like structure) is the most prob-
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7. CLEMENTI AND CORONGIU Simulated Water Structure 107 

able. These possible combinations can coexist for all the distributions of coordi
nations given in Fig. 9, preserving, however, the total number of HBs for each 
combination. In Fig. 8 water molecules C and D provide examples for two dif
ferent combinations of three-coordination. 

Comparing the spectra corresponding to different coordinations in the bending 
region, we observe small variations in frequency; for example the penta-
coordinated water molecules show a maximum at -1780 cm-1, which progres
sively shifts towards lower frequencies (towards the gas phase value) as the 
coordination number decreases reaching a value of -1735 cm-1 for the bi-
coordination. 

More evident are the shifts in the stretching region. Starting from the penta-
coordination and decreasing the coordination number, we notice a clear shift 
towards higher frequencies (moving towards the gas frequencies) pointing out the 
presence of an increasing percentage of water molecules with one hydrogen atom 
unbounded. Notice also that for all the coordinations, except for n=5, we find 
very well distinct peaks for the symmetric and asymmetric stretching modes. 

To provide additional details on the role played by the "free" hydrogen atoms 
of the solvated water molecules, we have attempted the following analysis. We 
have subdivided the water molecules in the liquid into different distributions, each 
one being characterized by the number (0, 1, 2) of hydrogen bonds for a given 
hydrogen atom. In particular, when for one water molecule one hydrogen atom is 
free (i.e. it has not HB to any molecule) it belongs to group "0", when it is HB to 
a water molecule (i.e. pointing towards the oxygen lone pair), it belongs to group 
"1", when HB to two water molecules it belongs to group "2", independently from 
the second hydrogen atom, for which the same kind of analysis is carried out. In 
Fig. 8, examples for 0, 1, and 2 are, respectively, the hydrogen atom 2 of mole
cule D, the hydrogen atom 2 of molecule B, and the hydrogen atom 1 of molecule 
B. By averaging over all the hydrogen atoms belonging to a given group and over 
all the simulation time steps, we obtain the data reported in the right inset of Fig. 
10. Again, the data labelled as "total" refers to the entire liquid sample. Those 
hydrogen atoms with no HB show in the librational region a maximum at -350 
cm-1, in the bending region a maximum at -1735 cm-1 and in the stretching 
region a peak at -3790 cm-1. Those hydrogen atoms with one HB (the most 
probable type) show in the librational region a maximum at -530 cm-1 and a 
shoulder, which covers a gaussian with a maximum at -730 cm-1. \n the bending 
region the maximum occurs at -1770 cm-1 and finally, in the stretching region the 
symmetric and asymmetric modes occur at -3630 cm-1 and -3690 cm-1, respec
tively. The hydrogen atoms with two HBs (bifurcated hydrogen bond) show in the 
librational region a broad maximum centered at -550 cm-1; the bending mode 
occurs at -1760 cm-1 and in the stretching region a non-split maximum is present 
at -3670 cm-1. Note that the population, at T=3()5 K, of the 0, 1, and 2 distrib
utions are vastly different, i.e. large for 1, very small for 2 and small for 0. 

Conclusions 

The NCC-vib interaction potential has been obtained by fitting ab initio data 
rather than experimental data. This potential represents the latest stage of an evo
lution, which started with a Hartree-Fock potential (14), after several systematic 
refinements (75-/9), has brought to the M C Y model. As one can expect, this evo
lution takes advantage both of the increased performance of computational means 
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and of advances of theoretical nature. The present potential has accurately 
reproduced much structural and dynamical data, predicted overall trends and very 
detailed features observed in infrared, Raman and neutron scattering experiments, 
both for the liquid and the solid phases. The M D trajectories have been used as 
"experimental data" to develop a descriptive model for liquid water, which is 
much richer of quantitative features than simply assuming essentially a network of 
tetrahedrally oriented water molecules. We have proposed the model of a dynam
ical liquid, which can be represented as a temperature dependent mixture of 
"clusters" of different size and lifetime, with well defined probability. Individual 
water molecules break off from one cluster to build up another cluster. The 
hydrogen bond is energetically affected by the temperature, as we have reported 
(see Ref. 23) and by its belonging to a given type of cluster. Its 0 -0 distance and 
O-H-0 angle varies with temperature. There is a complex distribution of life
times for the hydrogen bond in liquid water, even for a given temperature, since it 
depends also on the cluster to which it belongs. Typically we can say that a 
hydrogen bond in liquid water can last up to a few picoseconds. Work is in 
progress to elucidate further aspects of liquid water using a recently completed 
molecular dynamics code, where the forces are obtained at each time step using 
Density Functional Theory and Gaussian basis sets (51). 

The computations presented in this work are very computer intensive tasks, 
both in the generation of the NCC potential and in performing the molecular 
dynamics simulations and corresponding analysis. We recall that quantum chem
istry (needed for constructing the ab initio potentials) and molecular dynamics 
simulations are areas particularly well suited to parallel computers. In this context 
we recall that computational chemists use more and more from clusters of work
stations to parallel systems like the IBM-SP1, the Crsy T3D, or the CM5 of the 
Thinking Machine Corporation. It is worth noting that the European Communities 
Commission has established a special program to parallelise scientific codes, key 
to the industry, under the ESPRIT-ΠΙ Programme. In the area of computational 
chemistry there are two projects, coordinated by Smith System Engineering 
Limited, UK, whose task is the porting to parallel platforms of computer codes 
both in quantum chemistry and molecular dynamics modelling. 

Acknowledgement It is a pleasure to acknowledge financial support from the 
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Chapter 8 

The Dissociation of Water 
Analysis of the CF1 Central Force Model of Water 

Anna Nyberg and A. D. J. Haymet1 

School of Chemistry, University of Sydney, New South Wales 2006, 
Australia 

The relative free energies of the solvated species H+(aq) and Η3O+(aq) are 
calculated for the CF1 model of water. The calculations lead to an 
upperbound for the pH of CF1 water. Comparison is made with other 
calculations for the dissociation of water. 

Recently we have calculated the pH of the CF1 central force model of water.1 The 
CF1 model is a slight modification of the central force model of Stillinger and 
Rahman, 2 designed to improve the pressure at 25 °C and 1.00 g cm" 3 . For the 
CF1 model an upper bound to the pH is found to be 8.5±0.7. The model has a 
dielectric constant1 of 69 ± 11. 

Our first calculation used classical mechanics, and predicted the equilibrium 
concentration of 'loosely solvated' (defined below) species and O H ^ , re
sulting from the dissociation H 2 0(^ ^ + 0HJ"Q(? ). Standard methods3 were 
used to calculate the relative fraction of dissociated species. Since the extent of 
hydration of H + and O H " in the CF1 model of water is not known (nor to our 
knowledge, is it known for any other model), this calculation of the pH in the CF1 
model established an upper bound. Further stabilisation of the 'loosely solvated' 
species would lead to an increase in the total equilibrium concentration of H ^ . 
Within the CF1 model, a hydrogen species is defined to be 'loosely solvated' if 
both (i) the distance to the nearest oxygen species is greater than 1.2 Â and (ii) 
the distance to the nearest hydrogen species is greater than 1.8 Â. 

1Corresponding author 

0097-6156/94/0568-0110S08.00/0 
© 1994 American Chemical Society 
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8. NYBERG AND HAYMET The Dissociation of Water 111 

Here we begin the calculation of the relative stability of tightly solvated 
species such as H ^ , H 3 0 ^ ç ) , ... ,Η 9 0ί ( α ί 7 ) and similar O H ^ species. For the 
CF1 model, 'tightly solvated5 ions have all oxygen and hydrogen species connected 
by 'bonds', where an oxygen-hydrogen bond has a separation less than 1.2 Â, and 
a hydrogen-hydrogen bond has a separation less than 1.8 Â. Our ultimate goal 
is to calculate the total concentration of dissociated species. We begin with the 
H 3 0 t g ) ion, defined in the CF1 model to have all three OH distance less than 1.2 
Â, and all three intramolecular hydrogen-hydrogen distances less than 1.8 Â. 

C F 1 M o d e l of Water 

Despite the well-known role of pH on the structure of proteins and activity of en
zymes, only modest interest has been shown in the dissociation of water, with the 
notable exceptions of work by Stillinger,4 Warshel,5 and Bratos and co-workers.6"9 

The rigid models of water 1 0 , 1 1 used most frequently in computer simulations have 
zero H + ion concentration, since by construction they cannot address dissociation. 
Some flexible models also do not permit dissociation.12""15 

The central force model of Stillinger and co-workers 2 , 1 6 ' 1 7 consists of three 
pair potentials acting between fractionally charged hydrogen and oxygen species. 
There is a single Hamiltonian which describes both intra- and inter-molecular 
degrees of freedom. The central force (CF) potential energies, as revised in 1978 
by Stillinger and Rahman 2 are: 

V o o ( r ) = l ^ + ? 6 ^ ^ _ 0 ^ - 4 ( r ^ , » _ 0 - 2 f c - . . . ( r - « , » 

V W r ) = 3 0 3 4 5
 4- — i 7 -7.62177(r-1.45251)* 

H H l }

 r ^ 1 + e40(r-2.05C 2) Α ί β 

τ / , λ 72.269 6.23403 10 4 
Vou(r) = — + 3ΓΠ^ 1912 γ _j_ e 4 0 ( r - 1 . 0 5 ) ^ - f e 5 .49305(r -2 .2 ) > 

where the values of the constants are C\ = C2 = 1. The hydrogen species 
have a fraction charge of approximately one-third, which should be regarded as 
an effective value arising from integrating out the many contributions to the total 
potential energy omitted from a two-body prescription. At the temperature Τ = 
25 °C and density 1.00 g cm" 3 , this model has a pressure of 3,540 bar, thousands 
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112 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

of times the correct value.1 8 The CF1 model1 attempts to both preserve the useful 
properties of this model and correct the pressure. The same potential energies 
are used, but with the slightly different constants C\ = 0.9 and C2 = 1/1.025. 
With this change, the pressure for the CF1 model is 120 bar. 

Two high peaks in CF1 pair correlation functions gou(r) and gnn(r) cor
respond to species within the same molecule, and at 25 °C, these peaks arise 
solely from intra-molecular correlations. The CF1 model has also been studied 
by integral equation methods. 1 9 , 2 0 

The Free Energy Calculation 

The Helmholtz free energy of solvation for the species H + , OH~ and H 3 0 + , all of 
importance in the dissociation of water, are calculated using gradual changes of 
the interaction potential between the species and the surrounding solvent. This 
method is called thermodynamic integration, and it has been used in calculations 
of the chemical potential of water 2 1 , 2 2 and free energy of hydration of molecules 
and ions by Jorgensen, Kollman and others.2 2"2 5 

A parameter λ describes the path chosen between the initial and final state, 
and the change in free energy is 

where Η is the Hamiltonian of a system of Ν particles, and q are coordinates and 
p the corresponding momenta. The angle brackets denote an average over phase 
space, which is approximated by a (relatively short) time average from a molecular 
dynamics simulation. The Helmholtz free energy corresponds to the canonical 
ensemble, a choice that is implemented easily in molecular dynamics simulations. 
The path is chosen so that no phase transitions are encountered. For example, the 
pressure remains positive throughout the simulation. The computational details 
are the same as those used earlier.1 

The change in free energy is calculated for the following processes: 

Process 1. Η +( α < ?) —> M 

Process 2. H 2 O ( 0 - » O H - ( a 9 ) + M 

Process 3. H 3 O + ( a g ) - * H 2 O ( 0 + λί 

where Λί denotes a non-interacting or null particle. A common feature of the 
calculations is that a hydrogen species disappears. The measured changes in free 
energy are summarized in Table 1. 

dH(pN,qN,\) (2) 
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8. NYBERG AND HAYMET The Dissociation of Water 113 

To evaluate the consistency of the results we use closed thermodynamic cycles. 
The free energy is a state function, and the free energy of the final state is the 
same, independent of the path chosen. In order to obtain full cycles, we mutate a 
hydrogen species into a Lennard-Jones particle (denoted Lj) with similar size as 
a Η-species (e =0.757 kcal/mol and σ = 1.2 Â for interaction with O-species and 
no interaction with Η-species), following the scheme: 

H 2 0 + Η4" (a<?) —> H 3 0 + ( a g ) 

Τ i 

H 2 0 + Lj( a 9) 4- H 2 O L j ( a g ) 

Note that in all these calculations A(PV) is small and hence the Helmholtz and 
Gibbs free energies are approximately equal. 

Table 1: Changes in the Helmholtz free energy for the processes related to the 
dissociation of water. , 

Process AA number of 
(kcal mol" 1) simulations 

H +

( a g ) -» Λί - 0 
H20(/) -» O H - M 

12.1 4 

H 3 0 + (ac) -> H 2 O ( 0 + M 46.1 5 

Lj(ag) ̂  — ¥ M - 0 
H 2 OLj( a g ) H 2 O ( 0 + Λί - 0 

Lj(ag) H+ - 0 
H20(/) H + (ag) + O H " (a9) - 0 

2H 2 O ( 0 H 3 0 + ( a g ) + OH~( a g) 34.0 4 

The above free energy simulations are still in progress, and final estimates 
are therefore lacking. In order to keep the system neutral, a Η-species appears at 
10 Â from the place where the primary reaction with a vanishing Η-species takes 
place. The accuracy of the free energies is not high at this stage, and further 
averaging is required, but the preliminary evidence is that in the C F 1 model, 
the loosely solvated Η-species has a free energy similar to the free energy of the 
hydronium ion, comparing values from PMF-calculations with the above value. 
The ion HsOj is not stable in the expected tetrahedral configurations, with 0-
species sharing more than one Η-species, since in the C F 1 model the 0 0 potential 
is highly repulsive for distances r < 2 Â. 
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114 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

The values measured in our simulations are excess free energy changes when 
a particle in liquid water is mutated into another type of particle or a null particle, 
and should not be confused with the absolute hydration free energy of gaseous H + 

H+ ( 9 ) + H 2 0 ( s ) - H+(H 2 0) ( J ) . (3) 

Values for the gas phase reaction are summarised by Pearson2 6 and Hepler and 
Woolley, 2 7 who also give experimental values for free energy changes in solution, 
which are in the same range as our measured values (19.1 kcal mol" 1 in the 
standard state, [H+]=[OH"]= 1 M). 

Summary of p H calculation 

For comparison below we summarise the earlier pR calculation of Nyberg et al1 

This method uses the potential of mean force (PMF) w(r, r') between two disso
ciating species, which is defined by 

g(ry) = exp[-0w(r,r')]y (4) 

where r and r' are the positions of the particles for which the average force is 
calculated, and β~ι = kT. Using this definition, it can be shown that w(r, r') is 
the quantity which - when differentiated - yields the average or mean force, 

-Vrw(ryr') = < F ( r , r , ) > = < F ( | r - r ' | ) > (5) 

= -D~l J<ir3 · · · drN VrUN{r, r', r 3 , r N ) exp[-PUN{r, r', r 3 , r N ) ) , 

where < F( | r - r'|) > is the average force, UN is the total TV-body potential, and 
the denominator D = f dr3 · · · drjv exp[—0UN(*J Γ', r3,TN)} · 

Nyberg et al followed the dissociation of a single water molecule by 'pulling 
apart' the two hydrogen species in a single CF1 water molecule. The distance 
between the hydrogen species is denoted R = ΓΗΗ = |ΓΗΑ — ΓΗ6 |. The two oxygen 
- hydrogen distances ΓΟΗ4 = |ro — rn j and r 0 H b = ko — fH b | may take any 
values, and will assume on average the values which minimize the total system 
free energy, subject only to the single constraint that the hydrogen - hydrogen 
distance of one molecule is constrained to be R. The P M F as a function of the 
hydrogen - hydrogen separation R was obtained from 

w(R) = w(Ro) - Γ dr · < F(r) > , (6) 
JRo 
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8. NYBERG AND HAYMET The Dissociation ofWater 115 

where w(R0) is a constant of integration, R0 is an arbitrary distance, and the 

potential is independent of the path of the integration. This quantity clearly 

depends on the projection of the average force, arising from all the surrounding 

water molecules, onto the hydrogen-hydrogen axis. 

The hydrogen species concentration was calculated directly from the P M F 
using standard methods,3 

= exp( - /Moo)) ( 7 ) 

NAJ0

R> dr'exp(-fiw(r')} 

where Ν A is the Avogadro constant, Rj is the HH distance beyond which a water 
molecule is unambiguously dissociated (3 Â), and w(oo) has been approximated 
by the value of the P M F at the largest separation considered. This calculation 
yielded the value pH = — log 1 0[H +] = 8.5 ± 0 . 7 where the uncertainty results 
from the uncertainty in the value of w(oo). 

A n Al ternate Approach 

We seek the equilibrium constant i i (p, T) at the pressure p and the temperature 
T, for the dissociation 

H 2 0 ^ H++ O H " . (8) 

The chemical potential for each species i may be written 

M î = ^ e f + Â: r in (a t / a r f ) , (9) 

where a, is the activity, aj e f is the activity in the reference state and μ™{ is the 
chemical potential in the reference state. For the reference states, we make the 
conventional standard state choices of 1 M for H + and OH~ ions, and 55.55 M for 
H 2 0 . 

The change in Gibbs free energy at equilibrium is by definition 

0 = AG = μ Η + + μοΗ- ~ μη2ο (10) 

= AGreî + έΓ1η(θΗ+αοΗ-)) 

where we have assumed that the water activity is approximated by its value at its 

reference state. The product of activities may be written 

«Η+αοΗ- =exp( - /?AG r e f ) . (11) 
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116 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

The total change in free energy is the sum of the excess and ideal parts 

AG = AG™ + A G I D ^ = 2Aw + W i n (^Ρ^ΚΗ-ΡΟΗΛ ^ 
V λ Η 2 Ο Ρ Η 2 Ο / 

(12) 

assuming that the excess part for concentrations less than or equal to the reference 
state does not depend on the concentrations; that is, that the dissociated water 
molecules do not interact, and moreover that the interaction between dissociated 
and associated water molecules is the same on the average. 

From Equations (12) and (11), we obtain 

where [H 20] is the standard state concentration, Λ, the thermal wavelength of 
species i , and we have assumed that the thermal wavelengths for H 2 0 and O H " 
are almost identical and cancel. Inserting all the values into Equation (13), again 
one obtains the value pH= 8.5 for CF1 water. 

Comparison w i t h an earlier calculation 

Bratos and coworkers,6 - 9 denoted G G B , have calculated the pH of water using 
(i) different empirical potentials, and (ii) a combination of particle insertion in 
MD simulations and approximate calculations of the different contributions to 
the excess free energy. Their model is semiclassical: translations and rotations 
are treated classically, and vibrations are treated quantum mechanically. 

The Hamiltonian used by G G B is summarised here. Separate Hamiltonians 
are used for intra- and inter-molecular degrees of freedom. The internal degrees 
of freedom are described by experimental IR frequencies. For the interaction be
tween water molecules, Lennard-Jones plus Coulomb potentials are used, with 
parameters from the simple point charge (SPC) model of Berendsen.10 For the 
ion-water interactions, the same functional form is used, but with the addition 
of both molecular polarization terms and so-called 'Zundel polarisation1 2 8 terms 
modeling the polarizability of strong Η-bonds. The Zundel polarizability terms 
are similar in form to the molecular polarization terms after multiplication with 
a phenomenological switching factor to turn off the Zundel polarization for high-
energy configurations. No polarisation is included for the interactions between 
water molecules. The new parameters in the ion-water potentials were chosen to 
reproduce experimental gas phase energies and calculated geometries from quan
tum chemistry. 

« H + a 0 H - =[H +][OH"] = 
[H 20] exp(-2/9Aw), (13) 
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8. NYBERG AND HAYMET The Dissociation of Water 117 

It is worthwhile to compare the two calculations of the pH. The G G B calcu
lation is related to the alternate method described above, where the change in the 
Gibbs free energy is 

AG"f(p, Τ) = < 0 + + - 2μ%0 = kT\n K(p, T), (14) 

where /z r e f is a chemical potential at the standard state and Κ is the equilibrium 
constant. The chemical potential is written 

μ, = μ? + &7Ίηα ι·, (15) 

where α, is the activity at equilibrium. Note that the activity at the standard 
state is not included, as it was in Equation (9) above. The authors write that the 
reference state for the ions is chosen to be at infinite dilution, which is an unusual 
choice in our view. The resulting equilibrium constant is 

K(p, T) = Ktd(p, Τ) βχρ[-β(μ^0 + rèV - VH 2 O)1 , (16) 

where μ · χ is the excess chemical potential of component i , and Kld is the ideal con
tribution to the equilibrium constant, which is calculated quantum mechanically 
using experimentally determined average I R frequencies to describe the intra
molecular vibrations. 

The calculation of the excess chemical potential is performed using classi
cal mechanics and a particle insertion method, in which ions are inserted into 
distributions of water molecules generated from molecular dynamics simulations. 
The calculated value of the pH is 6.5. Moreover, the pH is divided into contribu
tions from the different terms in the potential energy. The authors conclude that 
polarization of water molecules and Zundel polarization together play the domi
nant role. Given the approximate nature of the potentials, particularly the terms 
describing the Zundel polarization, and the assumption that there is ion-water 
polarisation but no water-water polarization, this conclusion seems brave. The 
omission of water-water polarisation seems certain to lead to an over-estimate of 
the importance of ion-water polarisation. In any event, the CF1 model, which 
has a single Hamiltonian for water and ions, intra- and inter-molecular degrees 
of freedom, and no explicit polarisation, yields an equally acceptable description 
of water dissociation. 

There are many applications for a dissociative model of water such as the 
CF1 model. For example, Booth et aP° have studied CF1 water next to a charged 
surface, using an integral equation method. These calculations investigate the role 
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118 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

of the molecular nature of water, omitted in the traditional continuum descriptions 
of the electrode / electrolyte interface, such as the Gouy-Chapman approximation, 
which treat the water as a structureless dielectric continuum. 
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Chapter 9 

Nonequilibrium Solvation for an Aqueous-
Phase Reaction 

Kinetic Isotope Effects for the Addition of Hydrogen 
to Benzene 

Bruce C. Garrett and Gregory K. Schenter 

Molecular Science Research Center, Pacific Northwest Laboratory, 
Richland, WA 99352 

Variational transition state theory with semiclassical tunneling 
corrections is applied to a model of H atom addition to benzene in the 
gas phase and aqueous solution. The model allows the separation of 
equilibrium (static) solvation effects on the free energy of activation 
from nonequilibrium (dynamic) solvation effects that enter through 
frictional terms. Using a classical mechanical treatment with this model, 
the static effect of the solvent on the equilibrium free energy of solvation 
is independent of the mass of the solute. Therefore, within a classical 
equilibrium solvation model, kinetic isotope effects are the same for gas 
and aqueous phases. Observations of changes of kinetic isotope effects 
(KIEs) upon solvation therefore indicate that dynamic solvent effects are 
important. The model calculations show that the nonequilibrium 
solvation effects are small for the hydrogen and deuterium addition 
reactions, but are large for the addition reaction of muonium 
(approximately one ninth the mass of H). These studies correctly 
account for the anomalous quenching of the Mu KIE by aqueous 
solution that has been observed experimentally by Roduner and Bartels 
(Ber. Bunsenges. Phys. Chem. 1992, 96, 1037). 

Effects of nonequilibrium solvation on rates of activated chemical reactions in solution 
have been postulated for many years, yet their importance has not been well established. 
Theoretical considerations based on the Kramers (7) and Grote-Hynes (2) theories 
predict monatonically decreasing rate constants as a function of increasing solvent 
friction for activated bimolecular reactions. For these classical mechanical theories the 
decreases are typically much less than an order of magnitude for physically reasonable 
models. However, model studies have shown that when quantum mechanical effects are 
important, nonequilibrium solvation effects can be greatly enhanced (McRae, R. P.; 
Sehenter, G. K.; Garrett, B. C , "Dynamic Solvent Effects on Activated Chemical 
Reactions II. Quantum Mechanical Effects", in preparation). Unfortunately, these 
effects are hard to confirm experimentally since changes in solvent friction are often 
accompanied by changes in the static (equilibrium) free energy of solvation that can 
greatly alter the reaction rate. Comparison of rates of reactions in gas phase and in 
solvents exhibit the importance of solvent effects on the reactions, but cannot help 
distinguish equilibrium from nonequilibrium solvation effects. 

0097-~6156/94/0568-0122$08.18/0 
© 1994 American Chemical Society 
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9. GARRETT & SCHENTER Solvation for Aqueous-Phase Reaction 123 

The study of the effect of solvation on kinetic isotope effects (KIEs) holds the 
promise of enabling us to validate the importance of dynamic (nonequilibrium) solvent 
effects. Classically, the free energy of solvation of a rigid solute is independent of the 
mass of the solute. If the free energy of solvation does not vary rapidly with 
internuclear geometry of the solute, then the shape of the intermolecular potential energy 
surface of the solute will not change severely and the static effect of the solvent on the 
equilibrium free energy of solvation will be approximately independent of the mass of 
the solute. In this case, if nonequilibrium solvation effects are unimportant, the KIE will 
be approximately independent of environment (i.e., gas phase vs. solvent). Conversely, 
substantial changes in KIEs on going from the gas phase into solution will be 
attributable to dynamic solvent effects if the changes in internal vibrations of the solute 
upon solvation are small. 

In a recent paper, Roduner and Β artels (3) have compared aqueous-phase 
experimental rate constants for the addition of hydrogen (H) (3), deuterium (D) (3), and 
muonium (Mu) (4) to benzene with the gas-phase rate constants for Η (J), D (5), and 
Mu (4). Muonium is a positive muon-electron pair that behaves classically like H but is 
one-ninth the mass. The rate constant for the reaction in water is faster than the rate 
constant in gas phase by factors between 20 and 30 for D and 30 and 40 for H . 
Roduner and Β artels have shown that equilibrium solvation effects can account for this 
effect - the transition state complex is more stable in solvent than the separately 
solvated reactants. The transition state has a less positive free energy of solvation than 
reactants, thereby effectively lowering the activation free energy in aqueous solution 
relative to the gas-phase value. However, they find that equilibrium solvation cannot 
account for the much smaller increase in the rate constant for Mu (about a factor of 
three) and propose "that there may be a more fundamental, dynamic reason for the 
occurrence of such a pronounced mass effect." In this paper, we provide a theoretical 
study of the effects of nonequilibrium (dynamical) aqueous solvation on KIEs for Η 
addition to benzene. 

We employ a simplified model of the reaction that incorporates the features 
necessary to reproduce the rate constant dependence on temperature, isotope mass, and 
environment (i.e., gas and aqueous phases). The dynamical influence of the solvent is 
treated by a harmonic bath linearly coupled to the solute reaction coordinate. In this 
model the classical equation of motion for the reaction coordinate is equivalent to the 
Generalized Langevin equation (GLE) (6,7). For a quadratic system (the potential 
along the reaction coordinate is a parabolic barrier), using a Langevin equation of 
motion to describe the dynamics leads to the well-known Kramers result (7), whereas 
using a generalized Langevin equation (GLE) leads to the Grote-Hynes result (2). 
These classical theories include the collective influence of the solvent on solute 
dynamics described in terms of frictional and stochastic forces. The usefulness of the 
G L E for describing the dynamics of activated chemical reactions in liquids has been 
established by comparisons with classical molecular dynamics calculations (8-17). 

For the reaction of current interest, quantum mechanical effects are expected to 
be important, especially for the Mu isotope. Over the last several years there has been 
increased interest in understanding the influence of dissipative media on quantum 
mechanical effects, especially tunneling. In a recent paper (18), two approximate 
methods - variational transition state theory (VTST) with semiclassical corrections for 
quantum effects on reaction coordinate motion (19-21) and centroid density path-
integral based quantum transition state theory (22) - were tested against accurate 
benchmark quantum mechanical calculations. Both approximate methods were found to 
provide reliable estimates of the rate constants for a model reaction in solution. In the 
present study we use the VTST approach to study the qualitative trends in the addition 
reaction of Η to benzene. 
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124 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

Methods 

General considerations of the methods for including both equilibrium and 
nonequilibrium solvation effects in VTST are discussed in a recent review (23). The 
authors of that work indicated how VTST could be applied to reactions in solution once 
the Hamiltonian for the system is defined. In this section, we review VTST methods 
that can be used for a generic Hamiltonian. The models for the reaction of H with 
benzene in gas phase and solution are presented, and the application of the VTST to the 
different models is outlined in the next section. The methods used for calculation of the 
gas-phase rate constant using variational transition state theory with semiclassical 
tunneling corrections are described in detail elsewhere (19-21). 

We assume the following form for the Hamiltonian 

H = ^ + V(q) (1) 

where q and p are mass-scaled coordinates and conjugate momenta, respectively; μ is 
the reduced mass for reactants; and V(q) is the potential energy surface. The VTST 
calculation begins with the definition of the reaction path as the minimum energy path 
(MEP); that is, the path of steepest descent from the saddle point to reactants and 
products in the mass-scaled coordinates. The reaction coordinate s along the M E P is 
the (signed) distance from the saddle point (negative on the reactant side and positive on 
the product side). Generalized transition state dividing surfaces are constrained to be 
orthogonal to the reaction path and are defined by their location s along the reaction 
coordinate. For a dividing surface at s, the generalized TST expression for the gas-
phase canonical rate constant is given by (19,24,25) 

k G T ( T ) S ) = M exp [ - P vMEP ( s ) ] . (2) 

In this expression k B is the Boltzmann's constant, Τ is the absolute temperature, h is 
Planck's constant, Φ Κ (Τ ) is the partition function of the reactants, Q G T (T,s) is the 
generalized transition state partition function for the bound modes orthogonal to the 
reaction path at s, β = 1/keT, and V M E P ( s ) is the potential evaluated on the MEP at s. 
Note that the usual symmetry factor has been omitted in equation 2. The canonical 
variational theory (CVT) rate constant is obtained by minimizing equation 2 with respect 
to s 

k C V T ( T ) = min k G T (T , s ) = k G T Î T , s C V T ( T ) ) (3) 
s 

where s C V T ( T ) is the location of the dividing surface that minimizes equation 2 at 
temperature T. 

The partition function for the bound modes is computed quantum mechanically. 
The energy levels for the bound modes are computed using an independent normal 
mode approximation. Normal modes at the saddle point are obtained from the 
diagonalization of the matrix of second derivatives in mass weighted coordinates (the 
Hessian matrix). For points off the saddle point but on the minimum energy path, these 
bound modes are obtained from diagonalizing the Hessian matrix with the reaction 
coordinate motion projected out (26). Within the independent normal mode 
approximation, the quantized partition function is given by the product of partition 
functions for each mode: 
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9. GARRETT & SCHENTER Solvation for Aqueous-Phase Reaction US 

Q G T (T , s ) = n q £ T ( T , s ) (4) 
m 

where the partition function for mode m is given by 

qS T(T,s) = Xexp[-pEG T (s ,n 1 m (5) 

and e^ T (s ,n m ) is the generalized transition state energy level for level n m in mode m. 
The rate constant expression in equation 2 treats bound modes quantum 

mechanically, but the reaction coordinate motion is treated classically. A consistent 
route to include quantum mechanical effects on reaction coordinate motion is provided 
by the vibrationally adiabatic theory of reactions (27-30). Recent work (31) showing 
that quantized transition states globally control reactivity in the threshold region for a 
bimolecular reaction dramatically confirm the adiabatic model for tunneling through the 
transition state region. In the adiabatic model, reaction probabilities for each adiabatic 
state are obtained by considering the dynamics on the one-dimensional vibrationally 
adiabatic potential 

where the sum is over the bound vibrational modes of the generalized transition state at 
s, and the generalized transition state energy levels are the same as those used in the 
partition functions. The reaction probabilities PA(n,E) can then be thermally averaged 
to yield the rate constant. When reaction coordinate motion is treated classically, the 
adiabatic theory of reactions yields an expression for the thermal rate constant that is 
equivalent to that obtained from microcanonical variational theory (μ\ΠΓ) even though 
the approximations in the two theories are very different (24,32). Since the one-
dimensional scattering problem can be treated quantum mechanically, a multiplicative 
tunneling correction factor for the adiabatic theory of reactions can be obtained, and the 
equivalency of μ ν τ and adiabatic theory makes it consistent to use the same correction 
factor to account for the quantization of reaction coordinate motion in μ ν τ . 

At low temperatures, where tunneling corrections are most important, quantized 
systems tend to be in the ground state and tunneling through the adiabatic ground-state 
potential is adequate. As the temperature increases the tunneling correction factor tends 
to unity and the ground-state tunneling correction factor is still adequate. The ground-
state tunneling correction factor for the CVT rate constant is defined by (33) 

V a(s,n) = V(s )+XeG T ( s , n m ) (6) 
m 

oo 

K C V T / A G ( T ) = 
0. (7) 

OO 

0 

and the resulting quantum mechanical CVT rate constant is given by 

k C V T / A G ( T ) = K C V T / A G ( X ) k C V T ( T ) . (8) 

In equation 7, θ(χ) is a Heaviside step function that is zero for x<0 and 1 for x>0. 
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126 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

The adiabatic approximation is made in a curvilinear coordinate system, and 
although the potential term is simple, the kinetic energy term is complicated by factors 
dependent upon the curvature of the reaction path (26,27,34). For systems in which the 
curvature of the reaction path is not too severe, successful methods specify a tunneling 
path that 'cuts the corner' and shortens the tunneling length. The small-curvature 
semiclassical adiabatic ground-state (SCSAG) method (35,36) is one such method that 
has been extensively tested and shown to be valid for systems in which only one bound 
mode is coupled to the reaction coordinate. The centrifugal-dominant S C S A G 
approximation (CD-SCSAG) provides a more suitable approximation for systems with 
non-zero components of the reaction path curvature along several generalized normal 
modes (21). The CD-SCAG method reduces to the previous SCSAG method in the 
limit of one non-zero component of the reaction-path curvature. 

Models 

The focus of the current study is on qualitative trends of rate constant ratios (e.g., KflEs 
and ratios of aqueous-phase to gas-phase rate constants) and activation energies rather 
than on the accurate prediction of absolute rate constants. The approach is to develop 
simplified models that reproduce the qualitative trends for the gas-phase and for 
aqueous solvation for the heaviest isotopes (D and H) and then use this model to study 
the solution effects on the reaction with Mu. 

Gas-Phase Model. In this section, we describe a simple model that predicts the correct 
qualitative trends in the BID and Mu/H KJEs and activation energies for the gas-phase 
reactions of H , D, and Mu with benzene. The relevant gas-phase experimental data is 
presented in Table I and summarized below. (The aqueous-phase experimental data in 
Table I is discussed in the next section.) The gas-phase reaction of H with benzene has 
been well studied by Nicovich and Ravishankara (5), especially in the temperature range 
298-470 K. Nicovich and Ravishankara deduced from their studies that abstraction of 
ring hydrogens could be ignored at temperatures below 1000 Κ leaving the addition of 
Η to benzene to form the cyclohexadienyl radical as the only reaction channel. Thus we 
are interested in the reaction 

H + C 6 H 6

 k H g > C 6 H 7 (R H j g ) 

and its isotopic variant 

D + c 6 H 6

 k p > g ) C 6 H 6 D . (R D > g ) 

Nicovich and Ravishankara provided absolute rate constants for temperatures from 298 
to 470 Κ and a value of 4.3 kcal/mol for the activation energy in this range for reaction 
R H g and absolute rate constants at 379, 633, and 788 Κ for reaction R D «. We 
extrapolate the rate constants for reaction R H g to temperatures down to 286 iC and 
interpolate them for intermediate temperatures using an Arrhenius fit to the 
experimentally observed results. Similarly, we extrapolate the rate constants for reaction 
R D g at lower temperatures from an Arrhenius fit to the experimentally observed results. 
Using the interpolated and extrapolated rate constants, the H/D KIEs at temperatures 
below 379 Κ show only small variations from the value of 1.1 at 379 K. 

Roduner et al. (4) have extended these studies to the reaction of the light 
muonium isotope 

Mu + C 6 H 6

 k M u ' 8 > C 6 H 6 M u (RMu,g) 
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9. GARRETT & S C H E N T E R Solvation for Aqueous-Phase Reaction 127 

over the temperature range 296 to 500 K. Compared to reaction R H ^ , the activation 
energy is significantly decreased to 1.6 kcal/mol and the rate constant is enhanced by a 
factor of 19 at room temperature. We extrapolate the Mu rate constants to temperatures 
down to 286 Κ and interpolate them for intermediate temperatures using an Arrhenius 
fit to the experimentally observed results. Using the interpolated and extrapolated rate 
constants for the Η and Mu reactions, the Mu/H KBEs show much greater variation with 
temperature than the H/D KIEs. The smaller activation energy and greater variation of 
the KIE with temperature are indications of increased tunneling in the Mu reaction. 

Table I. Experimental rate constants (in units of 107 M * 1 s*1), activation 
energies (in kcal/mol), kinetic isotope effects, and ratios of aqueous-phase to 
gas-phase rate constants for the reaction of hydrogen atom isotopes with 
benzene in gas and aqueous phases 

T(K) 
Gas Phase 

D a H a M u b DC 
Aqueous Phase 

H c M u b 

k 286 2.0 d 2.0* 58 d 46±2 69±1 
293 2.4d 2.5 d 62 d 86 e 190±40 
296 2.5 d 2.6d 65±2 93 e 

298 2.7d 3.4±0.5 65 e 78±9 110±1 
338 6.2d 6.6e 89±4 245 e 

368 10.4d 11.1e 109e 400+8 
379 12.5±2.1 13.7+1.3 116e 510* 

Eactf 4.2 4.3 1.6 4.6 

286 1.0 29 0.7 
293 1.0 25 2.2 
298 0.8 19 0.7 
338 0.9 13 
379 0.9 8.5 

k^q/kg 286 23 35 k^q/kg 
293 34 3.1 
298 29 32 
368 36 
379 37 

Reference (5). 
Reference (4). 
Reference (3). 
Extrapolated from Arrhenius fit to experimental data. 
Interpolated from Arrhenius fit to experimental data. 
Activation energies obtained from least squares fits of experimental rate constants to 
Arrhenius equations. 

The heats of formation at room temperature of H and benzene are 52.1 and 
19.8 kcal/mol (37), and Nicovich and Ravishankara estimate the heat of formation of the 
cyclohexadienyl radical to be 45.7 kcal/mol. Thus the reaction is exothermic by 
26.2 kcal/mol. Furthermore, as mentioned above, it has a relatively small barrier of 
about 4 kcal/mol (5). Hammond's postulate (38) leads us to expect that this reaction 
has an early barrier and that the saddle point resembles reactants more than products; 
that is, the distance for the closest C atom on the benzene to the addition H atom will be 
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128 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

much longer than a normal C H bond in benzene (1.1 Â). The barrier wil l be 
asymmetric, falling off more rapidly towards the product and a realistic description of 
the potential only needs to be provided for a region extended from a short distance on 
the product side of the barrier out into the reactant entrance channel. For this entire 
region we expect the model of H atom addition to a rigid benzene molecule to give at 
least a qualitative description of the reaction. 

The Hamiltonian for the gas-phase reaction R X g (X=H,D,Mu) is written 

H X , g = ^ + V g (q ) (9) 

where the gas-phase potential for the H atom motion relative to the frozen benzene is a 
function of three coordinates, q=(s,xi,X2), and μχ is the reduced mass for the hydrogen 
isotope (H, D, or Mu) relative to benzene; μ χ is well approximated by the mass of the 
hydrogen isotope. The masses used in the calculations are 1.008, 2.014, and 0.113 amu 
for H , D, and Mu, respectively. The distance from the Η isotope to one of the carbon 
atoms is taken to be the reaction coordinate s, and the total gas-phase potential is taken 
to be the sum of a potential along the reaction path (RP) and two bending potentials 

2 
v g(q ) = Vf p ( s )+ X V b k ( x k , s ) . (10) 

k=i 

Since it was experimentally determined (5) that the gas-phase reaction is an association 
reaction (see above), the potential along the reaction coordinate is modeled by a Morse 
potential with a Gaussian term added to create a barrier 

V ^ s ) = D M { l - exp[-aM(s - s 0)]} 2 - D M + V G exp[-a G(s - s G ) 2 ] . (11) 

For the two bending degrees of freedom, a simple harmonic form could be 
chosen in which the frequency depends of the reaction coordinate s. Because the bend 
frequencies change with the mass of the hydrogen isotope, different parametrizations of 
the bend frequencies would be needed for each isotope. Instead we choose a functional 
form for the bending potential that is independent of isotopic mass and we derive the 
bending frequencies from it. This requires only one parametrization of the bending 
potentials for all three hydrogen isotopes. The bending potentials are modeled by the 
functional form 

Vbk(*k;s) = v k exp | - a k ^ / s 2 - x ^ j - exp(-a ks) (12) 

for the two modes (k=l,2). The bending coordinates Xj and x 2 are defined in terms of 
bending angles Φγ and Φ 2 that are deviations from the minimum energy path both 
parallel and perpendicular to the plane of the benzene. These are defined as the angles 
between the vector from the Η isotope to the C atom on the benzene and the vector from 
the Η isotope to the C atom when the Η isotope is on the minimum energy path, that is 

x k = s s i n O k , (13) 

for k=l,2. With this form for the bending potential, the k t h bending frequency for 
reaction R x g is defined by 
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ωΧΤί& = 2 
a 2 v bk 

<ï>k=G 

a k V k e x p ( - a k s ) , (14) 

for k=l,2. The fitting of the parameters of these potentials is presented below. 
In this three-dimensional model, the generalized transition state rate constant (cf., 

equation 2) for reaction R X g is approximated by 

^ ( τ , 5 ) = Μ ( ^ ) _nqSa.»)exp[-pvp (,)] ( i 5 ) 

k=l 

where h = h/2π; q^J(T,s), k=l,2, are the partition functions for the two bending 
motions at the generalized transition state; and the minimum energy path is just the 
reaction coordinate s so that the potential along the MEP is given by V j ^ s ) . The CVT 
rate constant is obtained by finding the optimum location that minimizes equation 15 
with respect to s, s £ g T ( T ) . We have assumed that the rotational partition functions of 
the reactant (benzene) and the generalized transition state are nearly identical. This has 
been verified numerically by calculating the moments of inertia of the approximate 
complex at the saddle point and CVT geometries and comparing them with the moments 
of inertia of benzene; they differ by less than 2%. Of the 32 vibrational modes of the 
complex, only 2 are treated explicitly. The effects of variations of the ground-state 
energy levels with reaction coordinate for the other 30 vibrations are assumed to have no 
dependence on the mass of the hydrogenic reactant, and are implicitly included in the 
reaction coordinate potential V R P ( s ) . The contributions of excited state energy levels in 
the partition functions will be small for individual partition functions (typically less than 
two near room temperature and only for low frequencies) and have small temperature 
dependence over the temperature range of the experiment. However, the neglect of the 
product of these contributions can cause the absolute rate constant to be in error by over 
an order of magnitude. 

The tunneling correction factor for reaction R X g , K X ^ T / A G ( T ) , is computed 
using equation 7, where the tunneling probabilities are computed for the ground-state 
adiabatic barrier for reaction R x g . The adiabatic potential is approximated by 

2 

V£G ( S ) = v |P(s)+ j > g j ( s , n = 0 ) (16) 
k=l 

where the generalized transition state energy levels ( s» nk)> k=l,2, are for the two 
bending modes. As noted above, the reaction coordinate potential is assumed to 
included the effect of the change in the ground-state energy levels between the reactants 
and generalized transition state location at s for the other 30 vibrational modes. The 
generalized transition state energy levels are the same as are used in computing the 
partition functions for the bending modes. Note that the bending vibrations at 
generalized transition states near the barrier correlate with zero frequency rotational 
motion of the reactants. In this study, the energy levels for the two bending vibrations 
are treated harmonically. Thus the partition functions are given by 
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q9T(T,s) = , k=l,2 (17) 
H X k 2s inh( j^œ x k (s )p /2) 

and the adiabatic ground-state potential reduces to 

V | g ( s ) « V f ( s ) + i ^ f ^ . (18) 
k=l 2 

The parameters of the potential are fitted to reproduce the experimental enthalpy 
of reaction and the H atom activation energy at room temperature, and to qualitatively 
reproduce the H/D and Mu/H kinetic isotope effects. The bend frequencies for the 
product (cyclohexadienyl radical) were chosen to be similar to H bend frequencies in 
benzene. The activation energies are computed by a two-point approximation at 298 
and 300 K. The parameters for the gas-phase model are given in Table II and the 
computed activation energies and KIEs are compared with experimental ones in 
Table HI. The activation energies are fitted well by the simple model. The KIEs have 
the correct qualitative trend (e.g., the Mu/H KIE is about a factor of 20 greater than the 
H/D KIE), but the magnitudes of the computed KIEs are too large. A more 
sophisticated model that includes the variation of other important degrees of freedom 
along the reaction coordinate is needed to accurately reproduce both the KIEs and 
activation energies. 

Table II. Parameters of the gas-phase potential model 
D M (kcal/mol) 30.0 
tx M (Â-i ) 3.7 
V G (kcal/mol) 4.8 
CùGÎcnr1) 700 
OG (Â -2) 2.0 
SQ (A) 2.7 
vj (kcal/mol) 475 
v 2 (kcal/mol) 755 
(£>i (cm~l) 1150 
0)2 (cm"1) 1450 
a l f o ^ A " 1 ) 1.7 
SQ (A) 1.1 

Table III. Comparison of experimental and computed activation 
energies and kinetic isotope effects for the gas-phase reactions of 
hydrogen isotopes with benzene at room temperature 

CVT/ 
CD-SCSAG Experimental 

k H / k D 2.7 1.0 
k M u / k H 63 19 
Er^ t (kcal/mol) 4.5 4.2 
E H a c t (kcal/mol) 4.3 4.3 
EMuact (kcal/mol) 2Λ 1-6 
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Equilibrium Solvation Model. The experimental rate constants, activation energies, 
and kinetic isotope effects for the aqueous-phase analogs of reactions Rx g (denoted 
R x a q ) , and ratios of aqueous-phase to gas-phase rate constants are summarized in 
Table I. The Mu reactions were studied by Roduner et al (4) and the H and D 
reactions were studied and compared with the Mu reaction by Roduner and Β artels (3). 
They find that the rate constants are enhanced upon aqueous solvation by factors of 23-
29 for D and 32-37 for H. The enhancements for Mu is much lower (about 3.1 at room 
temperature). In this section we describe an equilibrium solvation approach to 
describing the effect of aqueous solvation on these reactions. 

In the equilibrium solvation approximation the solvent molecules are assumed to 
adjust instantaneously to motions of the solute. The effect of the solvent is included by 
its average effect on the solute potential energy function and only the solute degrees of 
freedom are treated explicitly. The equilibrium solvation Hamiltonian for the aqueous-
phase reaction R X a q is written 

H X , e s = ^ - + V X fes(T,q) (19) 
2 μ χ 

where V X e s ( T , q ) is the equilibrium solvation potential for reaction R X a q (including the 
free energy of solvation) and it depends upon the temperature of the solvent. The 
equilibrium solvation potential is also written as a function of the three coordinates of 
the Η atom relative to rigid benzene [e.g., q=(s,xi,X2)]. In this work we take the 
equilibrium solvation potential to be the sum of the gas-phase potential and the change 
in free energy of solvation in going from reactants to a location s along the reaction 
coordinate 

V X , E S ( T , q ) = V g(q) + M G ^ l v ( T , s). (20) 

The change in free energy of solvation, AAG^J o l v (T,s) , is obtained by extending the 
equilibrium solvation model of Roduner and Β artels (3). 

Roduner and Β artels approximated the ratio of aqueous-phase to gas-phase rate 
constants using an equilibrium transition state theory model 

iHÏ? = e X P [ - M G l s o l v ( T ) / R T ] (21) 

with the free energy change between the saddle point and reactants defined by 

Δ Δ Ο Χ 5 θ 1 ν ( Τ ) = ΔΟ* ο 1 ν (Τ) - Δ θ Χ ν ( Τ ) - Δ θ £ l v ( T ) , (22) 

and A G | O 1 V ( T ) , A G * l v ( T ) , and AG^ 0j v(T) defined as the free energy of solvating the 
transition state, hydrogen isotope X (X=H, D, Mu), and benzene, respectively. They 
defined the free energy of solvation of species Y using a temperature dependent model 
based on the enthalpy and entropy of solvating species Y . Using this scheme they were 
able to quantitatively account for the temperature dependence of the ratio of aqueous-
phase to gas-phase rate constants for H and to qualitatively reproduce the experimental 
results for D that were available over a much more narrow temperature range. In the 
present study we focus on the large discrepancy between this model and the Mu results. 
Since the aqueous-phase rate constant for the Mu reaction is available only near room 
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132 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

temperature, we only need the room temperature free energies of solvation of the 
species. 

The free energies of solvating benzene and the transition state at room 
temperature are taken from the model of Roduner and Β artels (3). In their work 
Roduner and Β artels assumed that the free energies of solvation for all three hydrogen 
isotopes were the same and approximated them from literature values for H2. (Roduner 
and Β artels provided compelling arguments, based upon the similarity of the dispersion 
forces for Η and H2, for why the solvation free energy of Η atom is well approximated 
by the solvation free energy for H 2 . ) The free energy of solvation of a solute is 
independent of the mass when computed using classical statistical mechanics. However, 
because of the light masses of the Η isotopes (especially Mu) we include the possibility 
that the free energies of solvation may have a solute mass dependence when computed 
quantum mechanically. In the present study, as justified by Roduner and Β artels, the 
free energy of solvation of D at 298 Κ is estimated to be that for H 2 . The difference in 
the free energy of solvation of Η and D, and Η and Mu are estimated from quantum 
mechanical calculations by Gai and one of the authors (39). A l l the equilibrium 
solvation parameters are listed in Table IV. 

It is interesting to note that using these parameters, the change in free energy of 
solvation in going from reactants to the saddle point is approximately 2.2 kcal/mol, 
which yields a ratio of equilibrium solvation to gas-phase rate constant of 40 at 300 K, 
in good agreement with experiment for the H isotope. The classical free energy of 
solvation is independent of the mass of the H isotope, and thus the same ratio is 
obtained for the D reaction, which is also in qualitative agreement with experiment. This 
simple model based on the free energy change does not agree well with the experimental 
value for Mu of 3.1. 

Table IV. Parameters of the equilibrium solvation model8 

M G H s o l v (kcal/mol) -2.12 
M G D s o l v (kcal/mol) -2.19 
M G M u s o l v (kcal/mol) -3.32 

Osolv (A"1) 
s*(A) 

1.7 Osolv (A"1) 
s*(A) 3.75 

a Free energies are for room temperature 

For a given temperature T, the change in free energy of solvation in going from 
reactants to a location s along the reaction coordinate is given in terms of the free energy 
change between the saddle point, and reactants by 

Δ Δ θ Ο Τ 1 ν ( τ , 5 ) = - A A G X s o w ( T ) | t a n h [ ( X s o i v ( s _ s *)] _ j}. ( 2 3 ) 

The generalized free energy of solvation is assumed to have a similar dependence on the 
reaction coordinate as the bend frequencies and the parameters a^iv and s* are fitted to 
reproduce this behavior. These parameters are also listed in Table IV. 

The equilibrium solvation potential can also be written in terms of an effective 
equilibrium solvation potential along the reaction coordinate and the bending potentials 
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2 
VX,es(T,q) = V ^ e s ( T , s ) + £ v b k ( x k , s ) (24) 

k=l 

where 

V X e . < T . s ) = V f (S) + M G G T l v ( T , s ) . (25) 

The equilibrium solvation potentials along the reaction coordinate for D, H , and Mu are 
compared with the reaction coordinate gas-phase potential in Figure 1. In this model we 
have chosen to include the effect of equilibrium solvation on the reaction path motion 
only and neglect the effect on the bending modes. As discussed above, all the species 
(reactants and transition state) are hydrophobic with positive free energies of solvation. 
As the hydrogen isotope bonds to the benzene molecule, the unfavorable solvation of 
the hydrogen atom is mitigated, thereby leading to the large increase in the rate constant 
upon solvation. The energetics for the hydrophobic interactions are determined largely 
by the size of the cavity created by the solute. We expect this to depend very weakly on 
the bending coordinate, especially at the transition state where the solvation energy is 
determined primarily by the size of the benzene molecule. We do not expect the neglect 
of equilibrium solvation on the bending modes to significantly affect the qualitative 
trends in our predictions of ratios of rate constants. 

10 L ' ' ' I I ' ι ι ι ι ι ι ι ι ι ι ι ι i l ι ι ι ι j ι ι ι ι » ι ι ι ι ι ι ι ι ι ι ι ι ι ι j 

Γ ι ι ι • I ι ι ι ι t ι ι ι ι I ι ι ι ι ι ι ι ι ι I ι ι ι ι ι ι ι ι ι I ι ι ι ι ι ι ι ι ι H 
1 2 3 4 5 

s (A) 
Figure 1. Comparison of the gas-phase and equilibrium solvation potentials 
along the reaction coordinate s. 

For the equilibrium solvation Hamiltonian, the VTST rate constant with 
semiclassical tunneling correction can be obtained as described in the previous section. 
The generalized TST rate constant for the equilibrium solvation model is given by an 
expression identical to equation 15 except with V^ p ( s ) replaced by V ^ s ( T , s ) . The 
rotational motions of the transition state complex and benzene in the gas phase become 
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low frequency vibrations or hindered rotations in solution. In the equilibrium solvation 
model they are treated as free rotations as in the gas phase, but the rotational partition 
functions for reactants and the transition state are again assumed to cancel. This is 
equivalent to assuming that the partition functions for the low frequency vibrations or 
hinder rotations for the reactants and transition state would also cancel for an explicit 
solvation model. The equilibrium solvation C V T rate constant for reaction Rx a ( j is 
obtained from the generalized transition state one by locating the value of the reaction 
coordinate, δ χ ^ ( Τ ) , that minimizes the generalized transition state expression. Note 
that the contribution from the change in the equilibrium solvation free energy can move 
the optimum location from the optimum location found for the gas phase. 

The tunneling correction factor for the equilibrium solvation Hamiltonian, 
Κ χ ^ / Α Ο ( Τ ) , is computed using equation 7, where the tunneling probabilities are 
computed for the equilibrium-solvation ground-state adiabatic barrier. This adiabatic 
potential is given by an expression identical to equation 18 except with gas-phase 
potential V*P(s) replaced by the equilibrium solvation potential V ^ e s ( T , s ) . The use 
of this adiabatic potential may seem inconsistent, since the bound solute modes are 
treated quantum mechanically in the ground-state vibrationally adiabatic approximation 
while the solvent modes are treated classically and are not restricted to their ground state 
but are effectively thermally averaged. However, for the low frequency modes of the 
solvent, the ground-state vibrations are not representative of the those states that 
contribute most significantly to the thermally averaged rate constant. This is true 
because the density of state rises very rapidly in these low frequency modes. Using the 
thermally averaged potential of mean force represents a physically motivated method 
that includes the important energy levels in an average sense. This is discussed in more 
detail elsewhere (40). 

The ratio of the aqueous-phase and gas-phase rate constants for the reaction of 
hydrogen isotope X with benzene is then approximated in the equilibrium solvation 
model by 

Note that this differs from the simple transition state theory expression given in 
equation 21 but reduces to that expression when tunneling is negligible or the tunneling 
factors cancel for the gas and aqueous phases, and the optimum locations of the 
transition states are the same for the gaseous and aqueous phases. 

Nonequilibrium Solvation Model. The dissipative influence of solvent friction on 
the solute dynamics is modeled by linear coupling between harmonic bath oscillators 
and the solute coordinates. The Hamiltonian for this system is given by 

(T) 2 s m h ^ x k ( s C V T ( T ) ) p / 2 

(26) 
e x p j - p v f (sCVT(T))] * 

H, ns 
P n 1 • — + - μ ω ; 
2μ 2 ^ 1 

£ ( Q n - C „ q ) 2 (27) 
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where Q and Ρ are the bath oscillator coordinate and momentum vectors, ω η is the 
harmonic oscillator frequencies for bath coordinate n, and C n is the vector of constants 
coupling the solute coordinates to bath coordinate n. The mass for the bath coordinates 
is arbitrary (changing it scales the coupling constants) and we choose it to be the same 
as the solute reduced mass for convenience. The classical equations of motion for the 
solute coordinates obtained from this Hamiltonian are equivalent to a generalized 
Langevin equation (6,7). The connection between the system Hamiltonian, equation 27, 
and a G L E is completed with the identification of the components of the friction tensor 
and random force vector (T|n m(t) and Fn(t), respectively) for the G L E in terms of the 
bath parameters % and C n in the Hamiltonian. The friction tensor is given by 

îljk(t) = vZC*i C nk ®l cos(tDnt). (28) 
η 

where j and k are indices over the solute coordinates. For the G L E , the random force 
vector is a zero-centered Gaussian and it is related to the friction tensor through the 
second fluctuation-dissipation theorem (41). 

For the purpose of calculating the rate constant, the most significant coupling of 
the solute to the bath is for the reaction coordinate. For the model considered here, the 
MEPs for gas phase and equilibrium solvation only contain the reaction coordinate 
motion, and coupling of the bath to the bending modes does not have a direct effect on 
the reaction coordinate motion. Therefore, in the present study we assume the heat bath 
is only coupled to the reaction coordinates, not the bending motion. In this case the 
nonequilibrium solvation Hamiltonian for reaction Rx > aq is expressed as 

H x , n s = ^ - + ^ - + V x , n s ( T , q , Q ) (29) 
2μχ 2 μ χ 

where the nonequilibrium solvation potential is given by 

V x , n s ( T , q , Q ) = V | P s ( T , s ) + £ v b k ( x k , s ) + X ^ ( Q n - C n s ) 2 . (30) 
k=l η 1 

The bath parameters C n and con are determined to obtain the best fit of an analytic 
expression for the friction kernel to the cosine expansion given in equation 28. The 
procedure used to fit the parameters is similar to that described elsewhere (42). The 
friction tensor reduces to a single component and we employ a Gaussian form 

σ l i t 

no 2 [ t ( t2 ^ 
(31) 

I 2a*J 
where η 0 determines the strength of the friction and σ determines the time scale. The 
bath frequencies are distributed uniformly 

ω η = ϊ ( η ~ ! ) η = ι χ - ^ ( 3 2 ) 

where τ is chosen to provide the best cosine expansion of the Gaussian friction kernel 
with a finite number of terms. The coupling coefficients are obtained from the cosine 
Fourier transform of the Gaussian friction kernel 
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0 

(33) 

which, on substitution of equation 31, with τ » σ , yields 

μ τ ω 2 
exp - ( ω η σ ) 2 / 2 . (34) 

The bath parameters are determined by the physical parameters of the Gaussian friction, 
T|Q and σ. In principle the calculations should be converged with respect to the 
parameter τ and the number of oscillators. In previous calculations (18) we have shown 
that a value of τ=2σ and one oscillator provide correct qualitative trends, and these are 
the values used in the present study. 

The solvent friction can be obtained from direct classical dynamical simulations 
of the force autocorrelation; however, consistent with our interest to study qualitative 
trends, we use estimates of the time scale σ and strength T|Q of the friction. The time 
scale for the force autocorrelation function is determined by motion of solvent 
molecules around a clamped solute and we approximate it by the time scale for water 
motion in the pure solvent given by the velocity autocorrelation function. In this study 
we take the half width at half maximum from molecular dynamics simulations (43). 
This approach gives a value of σ=8.5χ10" 1 5 seconds. The magnitude of the friction is 
harder to estimate and we will present results for a range of values for ηο· To estimate 
the range, we use the Stokes-Einstein relationship 

where D is the diffusion constant for Η in water. The room temperature diffusion 
constant has recently been measured to be about 8x l0 - 5 c m V 1 (Bartels, D. M . , private 
communication). Note that this value agrees well with the diffusion constants for H2 
and He in water of 4.5xl0"5 and 6.3xl0 - 5 cm 2s _ 1, respectively (37). For these values of 
the diffusion constant, values of I\Q less than 20 atomic units are consistent. 

The procedure for the nonequilibrium solvation rate calculations parallels that 
for the calculations corresponding to the gas phase and equilibrium solvation; however, 
the calculation of the minimum energy path is performed for the nonequilibrium 
Hamiltonian (equation 29) in the extended space of the three solute coordinates (s,xj,X2) 
and bath oscillator coordinates. Another difference arises in the calculation of the 
reactant partition function that includes both the solute and solvent degree of freedom. 
For a unimolecular reaction, in which all modes are bound at reactants, if the solute 
modes are approximated harmonically, the classical mechanical reactant partition 
function for the nonequilibrium solvation Hamiltonian is independent of the coupling 
C n (44). Therefore, the classical reactant partition function reduces to the product of the 
equilibrium solvation reactant partition function and the partition function for the 
coupled bath. This is the correct result since the reactant partition function is an 
equilibrium property and should not be affected by the nonequilibrium coupling 
between the solute and the bath. When the reactant partition function for the 
nonequilibrium solvation Hamiltonian is computed quantum mechanically, it is no 
longer independent of coupling, even for the unimolecular reaction. However, we do 
know that we want to compute the (equilibrium) reactant partition function that 
corresponds to zero coupling between the solute and nonequilibrium bath modes. Thus, 
the nonequilibrium solvation Hamiltonian with full coupling is used just for the 

ηο=(βθ) ,-ι (35) 
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interaction region and the uncoupled (Cn=0) nonequilibrium solvation Hamiltonian is 
used to describe the reactant region. Consistent ways to handle this problem in terms of 
a projector of the reactant region of phase space or using a coordinate-dependent 
friction that dies off in the reactant and product regions are discussed elsewhere (23). 

The nonequilibrium solvation, generalized TST rate expression for reaction 
Rxaq is approximated by 

Qbath(T) 

The generalized transition state partition function Q ^ s ( T , s ) is expressed in terms of 
the bound state energy levels for each mode m 

<& Τ -* ) = Π X e xPh e£Tn S,m(s>nm)]- (37) 
m nm=0 

The bound energy levels EyFns m ( s , n m ) are different from their equilibrium solvation 
counterparts because of the different definition of the reaction path and the fact that 
there are also more modes corresponding to the bath oscillators. For the 
nonequilibrium solvation Hamiltonian, the generalized transition state partition function 
for the bound modes orthogonal to the reaction coordinate can be written as the product 

Q§k<T.s) = niSC^s) QOT t h(T,s) (38) 
k=l 

where q^£(T,s) is given by equation 17 and Q^J a t h(T,s) is the generalized transition 
state partition function for the bath modes that are perturbed by their coupling to the 
reaction coordinate. In the uncoupled case, this partition function reduces to the 
following 

Qbath(T) = Π · u,» 1
 M f t / ^ ' ( 3 9 ) 

A

n

A 2sinh(/2G) n (s^/2) 

The potential along the minimum energy path V ^ ^ ( T , s ) is for the nonequilibrium 
solvation path through the extended space of the solute and bath oscillator coordinates. 

The tunneling correction factor Κ χ ^ / Α Ο ( Τ ) is obtained using equation 7 and 
the prescription outlined above. The ground-state adiabatic potential is constructed 
from the potential along the M E P and the ground-state energy levels 
£ ^ s m ( s , n m =0). The ratio of the nonequilibrium to equilibrium rate constants 
provides a measure of the importance of nonequilibrium solvation on the rate constant 
and, for the reaction of hydrogen isotope X with benzene, this ratio is given by 
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k Ç ™ G ( T ) ^X,ns 
X V T / A G 
cX,es 

X V T / A G 
CX,ns 

(T) X V T / A G 
cX,es 

(T) 2 sinh 
— Π 
(Τ) 1 1 k=l sinh 

* ω » ( β ^ ( Τ ) ) β / 2 " 

*ω»(8£Ε<Τ))β /2 

Q ^ a t h ^ s g ( T ) e x p { - P V ^ [ T , s C V T ( T ) 

Qbath(T) exp{-pvf; s[T ssCV eT ( T ) 

(40) 

Note that the location of the C V T transition state for equilibrium solvation and 
nonequilibrium solvation are not necessarily the same. The ratio of the nonequilibrium 
solvation and gas-phase rate constant is given by combining the equations 26 and 40, 
and this ratio gives the best estimate of the experimentally observed ratio of the 
aqueous-phase and gas-phase rate constants. 

Results and Discussion 

The ratios of equilibrium solvation to gas-phase rate constants computed using equation 
26 are compared with experimental ratios of the aqueous-phase to gas-phase rate 
constants in Table V. Note that the equilibrium solvation results for Η and D agree well 
with experimental results just like the simple model given by equation 21. This 
indicates that the optimum locations of the dividing surfaces are at the saddle points for 
these systems and that tunneling effects are nearly negligible. The 12% increase in the 
computed ratios for Η relative to D is in good agreement with a 10% increase in the 
experimental ratio of aqueous-phase to gas-phase rate constants. The free energy of 
solvation of Mu is about 1 kcal/mol higher than for Η and, as a result, the change in the 
free energy of solvation between the saddle point and reactants is more negative for Mu 
(see Table IV). This leads to the large increase (by about a factor of 3) in the Mu ratio 
compared to the Η ratio. Although this effect is the opposite of that observed 
experimentally for the ratios of the aqueous-phase to gas-phase rate constants, it shows 
a consistent trend that as the hydrogen isotope become lighter it has a larger positive 
free energy of solvation and drives the reaction faster. 

Table V . Comparison of computed and experimental ratios of aqueous-phase 
and gas-phase rate constants at room temperature 

Isotope X 
uCVT/CD-SCSAG 
KX,es 
uCVT/CD-SCSAG 
*X,g 

iXVT/CD-SCSAG 
KX,ns 
iXVT/CD-SCSAG 
%,g 

Experimental 
kx.ag 1 k X,g 

D 32 24 29 
Η 36 21 32 

M u 96 2.5 3.1 
The nonequilibrium solvation calculations are for a value of T]Q=6 au. 

In Figure 2 we display the ratio of nonequilibrium solvation and equilibrium 
solvation rate constants, kns/kes as a function of the strength of dynamical coupling, T\Q. 
These ratios were calculated with the CVT/CD-SCSAG method using equations 26 and 
40. From Figure 2, the strong dependence of the rate constant on nonequilibrium 
solvation effects for the case of the Mu isotope and weak dependence for the case of Η 
and D is easily seen. As the coupling increases from 0 to 20, the Mu kns /kes drops by 
more than three orders of magnitude while for the case of Η and D isotopes, the ratio 
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drops by less than an order of magnitude. If we look at the value of η 0 = 6 au, we find 
that we are able to reproduce the quantitative experimental trends (see Table V). Here, 
the dramatic suppression of the Mu rate when going from an equilibrium solvation 
description to a nonequilibrium description is required to reproduce the experimental 
trend. For η 0 = 6, the ratio kes/kns is equal to 39 for Mu, 1.7 for H , and 1.4 for D. 
We see that the introduction of nonequilibrium solvation effects suppresses the rate. 

Within our model we can separate the influence of the solvent on quantum 
mechanical tunneling by comparing estimates of tunneling factors, κ, and the rate with 
tunneling effects removed, k ^ V T Part of the large decrease of the Mu rate constant 
upon aqueous solvation arises from suppression of quantum mechanical tunneling. 
This is shown in Table VI. The CVT/CD-SCSAG tunneling correction factors are 
small for Η and D and decrease only slightly from the gas-phase to the equilibrium and 
nonequilibrium solvation models. The changes in the Mu tunneling correction factors 
are much more pronounced. The decrease in the tunneling correction factor for Mu of 
about a factor of 2.5 in going from the gas-phase to the equilibrium solvation model 
arises largely because of the lowering and a slight broadening of the barrier for the 
equilibrium solvation potential (see Figure 1). The subsequent decrease of the Mu 
tunneling correction factors by a factor of 7.6 upon adding coupling to the bath in the 
nonequilibrium solvation model is much more pronounced. The quenching of 
tunneling by the solvent friction in this type of model has been discussed previously 
[for example, see the review by Hànggi et al. (45)], and has been discussed in the 
context of VTST calculations by McRae et al (18). 
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Table V I . Contributions of tunneling to the computed room-temperature rate 
constants 

Isotope X ^ C V T / C D - S C S A G 
K X , g 

^CVT/CD-SCSAG 
K X,es 

^CVT/CD-SCSAG 
K X,ns 

D 1.3 1.3 1.2 
H 1.6 1.6 1.4 

M u 31.5 12 1.6 
The nonequilibrium solvation calculations are for a value of T|o=6 au. 

We also examine the effect of equilibrium and nonequilibrium solvation on the 
C V T rate constant that neglects tunneling. Ratios of the equilibrium solvation and gas-
phase C V T rate constants, the nonequilibrium solvation and gas-phase C V T rate 
constants, and the nonequilibrium solvation and equilibrium C V T rate constants are 
shown in Table VII. The major contribution to the large values of the ratio of 
equilibrium solvation to gas-phase rate constants is the negative value of the change in 
solvation free energy in going from reactant to the transition state. The trends in the 
equilibrium solvation to gas-phase ratio in Table VII for the three isotopes reflect the 
increasing negative values for this free energy for the sequence D, H , and Mu as 
discussed above. In the nonequilibrium solvation model, the barrier heights at the 
saddle point for the reactions are the same as those for the equilibrium solvation model. 
Therefore, changes in the ratio of the nonequilibrium solvation and gas-phase rate 
constants relative to the ratio of the equilibrium solvation and gas-phase rate constants 
have at most a small dependence on changes in the energetic factor in the rate 
expression (e.g., the energy in the Boltzmann factors of equation 40). Instead, the 

C~"T 

change in these ratios is caused by changes in the partition function Qxbath(T>s) for 
the bath modes that are perturbed by their coupling to the reaction coordinate. For Mu 
this effect decreases the ratio of rate constants by a factor of 5.2. This is comparable to 
the decrease of a factor of 7.6 in the Mu tunneling factor that was seen for the 
nonequilibrium solvation model relative to the equilibrium solvation model. These 
ratios are also summarized in the last two columns of Table Vu as the ratios of the CVT 
rate constants and tunneling correction factors for the nonequilibrium and equilibrium 
solvation models. 

Table V I I . Contributions to the computed ratios of room-temperature rate 
constants 

Isotope X 
κ CVT 
k X,es 
k X , g 

^ C V T 
K X,es 
. X V T 
K X , g 

K.CVT 
k X,ns 
k X , g 

V C V T 
K X,ns 
-CVT 
K X , g 

iXVT 
k X,ns 
V C V T 
k X,es 

. X V T 
K X,ns 
^ C V T 
K X,es 

D 32 1.00 25 0.93 0.77 0.91 
H 36 0.99 25 0.83 0.71 0.83 

Mu 239 0.40 46 0.053 0.19 0.13 
The nonequilibrium solvation calculations are for a value of T|Q=6 au. 

Concluding Remarks 

In this work we have shown that nonequilibrium solvation effects of aqueous solvation 
can be substantial, causing a decrease in the aqueous-phase rate constant relative to the 
gas-phase rate constant by over an order of magnitude. The key to distinguishing 
nonequilibrium from equilibrium solvation effects was the examination of kinetic 
isotope effects or the change in the ratio aqueous-phase to gas-phase rate constants with 
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change in the mass of the reacting solute molecules. When equilibrium solvation 
effects on internal vibrations of the solute are small, equilibrium solvation effects are 
independent of the mass of the solute, and differences in aqueous-phase and gas-phase 
KJEs are an indicator of important nonequilibrium effects. 

Models for the gas-phase reaction and equilibrium and nonequilibrium aqueous 
solvation have been developed that reproduce qualitative trends in the activation energies 
and KIEs for the reaction of H and D with benzene. We find that the experimentally 
observed, anomalous quenching of the Mu/H KIE by aqueous solvation can be 
explained using a nonequilibrium solvation model that incorporates solvent friction 
effects. Both changes to quantum mechanical tunneling and partition functions for 
bound energies contribute about equally to the large nonequilibrium solvation effect on 
the Mu/H KIE. 

The large nonequilibrium solvation effects seen in the present work are unusual 
in comparison to those predicted by classical mechanical theories such as Kramers (1) 
and Grote-Hynes (2) theories, or a recent nonequilibrium electric polarization model 
(46). The present study indicates that large nonequilibrium solvation effects are 
possible when quantum mechanical effects are important. This is true for the reaction 
studied here because of the light mass of one of the solutes, Mu, which is one-ninth that 
of hydrogen. This finding raises the question of whether these large effects will be seen 
for other, less exotic, systems such as proton, hydrogen atom, or hydride transfer 
reactions. For the addition reaction of the hydrogen isotopes to benzene the barrier 
height is quite low (less than 5 kcal/mol) and the barrier is broad enough that tunneling 
is only important for the lightest mass, Mu. Also, for this reaction, changes in the 
partition functions for the bound energies are more pronounced for the lighter mass. 
However, for other reactions with higher narrower barriers, we expect to see comparable 
nonequilibrium solvation effects for the heavier hydrogen isotopes (e.g., H). 
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Chapter 10 

Ionization of Acids in Water 

Koji Ando and James T. Hynes 

Department of Chemistry and Biochemistry, University of Colorado, 
Boulder, CO 80309-0215 

The acid ionization of HCl in water is examined via a 
combination of electronic structure calculations and Monte Carlo 
computer simulation. The mechanism is found to involve: first, an 
activationless (or nearly so) motion in a solvent coordinate, which is 
adiabatically followed by the quantum proton, to produce a 
"contact" ion pair Cl--H3O+, which is stabilized by ~7 kcal/mol; 
second, motion in the solvent with a small activation barrier, as a 
second adiabatic proton transfer produces a "solvent-separated" ion 
pair from the "contact" ion pair in a nearly thermoneutral process. 

Proton transfer reactions represent a central elementary process in chemistry 
and biochemistry.(1-7) In aqueous solution, the acid ionization 

HA(aq) ^ A~(aq) + H 3 0 + ( aq ) (1) 

is of particular importance in itself and also in connection with acid-base catal
ysis. (5-7) But despite its importance, the molecular mechanism of the solution 
phase reaction is unclear. Some reasons for this situation include (i) the quan
tum character of the proton motion, (ii) the complexity of the solution phase 
reaction, and (iii) the specificity of proton transfers in water. In this work, we 
address these problems on the basis of a realistic molecular modeling — ab initio 
quantum chemistry calculations of the potential energy surfaces and Monte Carlo 
simulations for the solution phase reaction — for H CI ionization in water. 

The basic idea of our approach is as follows. First we note that the large polar
ity change in equation 1 suggests significant effects from the polar solvent. Indeed, 
acid ionization does not occur in the isolated 1:1 hydrogen-bonded complex with 
H 2 0 (8-10)y indicating that the ion stabilization by the polar solvent water is 
essential for the reaction. The solvent fluctuation and reorganization are then 

0097-6156/94/0568-O143$08.00A) 
© 1994 American Chemical Society 
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144 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

expected to be critical factors in determining both the rate and the mechanism 
of the reaction. This aspect (11-15) is similar to that for electron transfer reac
tions in polar solvents (16,17), for which the free energy curve/surface crossing 
induced by the fluctuation of the polar environment is key. For proton transfers, 
we postulate (and confirm) the following scheme, focusing for the moment and for 
simplicity solely on the first proton transfer between the HC1 and a neighbouring 
water molecule: the proton potential and its asymmetry are modulated by the 
fluctuating polar environment, and the proton transfer occurs at the "crossing" 
point of the solvent configuration which gives a symmetric proton potential (Fig
ure 1). The asymmetry modulation of the proton potential can be qualitatively 
comprehended in terms of a valence-bond picture of the electronic structure (18); 
the relative stability between the neutral diabatic state (CIH- · OH2) and the ionic 
one (CI" · · ΉΟΗ2"), which varies with the solvent polarization fluctuation, alters 
the asymmetry of the (electronically) adiabatic proton potential curve. Since at
tainment of the crossing point by solvent motion will generally require activation, 
the reaction coordinate is in the solvent and there can be a free energy barrier in 
this coordinate. 

Second, we take account of the quantized nature of the proton motion, associ
ated with the barrier height and shape of the proton potential. Depending on the 
strength of the hydrogen-bonding interaction, the height of the proton potential 
barrier and the position of the proton (vibrational) energy levels may vary in a 
way that controls the transfer mechanism. For "weak" hydrogen-bonding com
plexes where the barrier is high enough to hold several proton levels in either well, 
the proton transfer will be a quantum tunneling process.(11,12) In the case of 
"strong" hydrogen-bonding, where the proton double well has a low barrier such 
that the ground proton level is located above the barrier top, the proton transfer 
is no longer tunneling, although it is still quantum. 

We call this last situation an "adiabatic proton transfer" (15): the proton 
wavepacket motion adiabatically follows the modulation of the proton potential 
from the reactant solvent configuration through the diabatic crossing point to 
the product state (Figure 1). The distance between the heavy particles, e.g. the 
oxygen atoms in an H 3 0 + -H 2 0 arrangement, between which the proton transfers 
can be important in allowing this adiabatic pathway. 

Finally, we consider a possible "Grotthuss mechanism" (7), which is quite spe
cific for proton transfers in aqueous media: the solvent water molecules themselves 
can be involved in the process as proton acceptors. The first two proton transfer 
steps may be illustrated as in Scheme I: 

One remarkable aspect is that a "proton relay" among water molecules may take 

H 2 0 ^ CI" · · ·ΗΌΗ· · ·Η 3 0 + . 
3 

Scheme I 
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place through the hydrogen-bonding network without need of large displacements 
of an individual proton. This mechanism is believed to be the origin of the 
anomalously high mobility of the proton in water and ice (19,20) and is also 
suggested (5-7) to play a role in various acid-base catalyses in aqueous solution, 
e.g. hydration-dehydration reactions, hydrolysis reactions and other prototropic 
changes. A natural and interesting question then would be whether the double 
(or multiple) proton transfer is "step-wise" or "concerted" in the case of H CI 
ionization. 

The outline of this paper is as follows. After summarizing the computational 
methods in the next section, we discuss the results of the solvent free energies and 
the proton potentials, focusing on the above issues. A final section concludes. Full 
details of the calculations and many further aspects of the H CI ionization will be 
discussed in a more extensive article (21). 

Computational Methods 

Ab initio molecular orbital (MO) methods (22) are used (i) to optimize the 
nuclear geometries of small clusters, (ii) to determine the model potential functions 
used in Monte Carlo simulations and (iii) to compute the potential energy surfaces 
as a function of proton coordinates. 

We first optimize the geometry of the reaction system 1 surrounded by eight 
water molecules, shown schematically in Figure 2. The eight external waters 
constitute the nearest neighbour solvation around the reacting molecules 1 — 
each of the three (HC1, H 2 O a and U2Ob) is coordinated by four molecules. The 
analytic gradient method for the restricted Hartree-Fock (RHF) wavefunction 
(23) is employed with the 3-21G* basis set (24,25); the standard 3-21G set was 
augmented with d-polarization functions with the exponents of 0.8 and 0.75 on 0 
and CI atoms, respectively. Because of the practical difficulty in the full calculation 
of the whole system in Figure 2, the geometries of smaller four-hydrated clusters, 
designated by the thin curves in Figure 2, are optimized. Some hydrogen-bonds 
are constrained to be linear. For example, for structure 1, the optimized heavy 
atom distances CI- · ·Ο α (Ri) and O a · · Ob (#2), and the Cl-H (7*1) and O a - H (r 2) 
bond lengths are 2.96, 2.83, 1.33 and 0.98 Â respectively. 

To determine the free energies in the solvent coordinate, the Monte Carlo 
simulations are carried out using standard procedures with Metropolis sampling, 
periodic boundary conditions and the canonical (constant N V T ) ensemble.(££) 
Each cubic cell contains the reaction system 1, 2 or 3 and 248 water molecules. 
The temperature is fixed at 298 K. The box length is 19.6 Â, so that the mass 
density of the system is 0.997 g/cm 3 . Each simulation starts with an equilibration 
run with 5x 105 (or more) configuration generations. Additional runs are carried 
out to compute the free energy curves, which consist of several (4-8) sets of 1 χ 106 

configuration generations. The intermolecular interactions are spherically trun
cated at a cutoff distance of half the box length, referenced to the center-of-mass 
distance of each molecule. 

Under certain solvent configurations identified below, we calculate the poten
tials for the proton transfers. These are computed with the 6-3lG**(Cl-f) basis set 
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t 

_ > 
solvent coordinate 

Figure 1. Schematic illustrations of (top) the evolution of the proton transfer 
potential and (bottom) the two (diabatic) free energy curves in the solvent 
coordinate. 

Figure 2. Schematic illustration of the primary reaction system 
C1H- · · 0 Η 2 · * -0H 2 , with eight external waters displayed. See the text for 
explanation of the light line enclosures. 
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(24,25) and the second order Miller-Plesset (MP2) approximation (27,28). The 
exponents of the d-polarization functions on 0 and CI atoms are the same as those 
in the 3-21G* set, and the exponent of the p-polarization function on H atom is 1.0. 
A set of p-type diffuse functions with the exponent of 0.049 is also placed on the CI 
atom to better describe the diffuse anion C\~.(29) It is recognized (27,28,30) that 
the MP2 approximation with this basis set quality (double-zeta plus polarization 
and diffuse) generally provides reliable ground electronic state energies in systems 
where the wavefunction is well represented by a Hartree-Fock configuration. This 
is expected to apply for the present cases considering the small distance of the 
proton shifts (~0.6 Â) in the strongly overlapping hydrogen-bonded complexes. 
We have checked this by carrying out calculations with the single and double ex
citations configuration interaction (CI(SD)/3-21G**) method for the proton shift, 
HCl- · H 2 0 -» C 1 - . H 3 0 + , with the equilibrium CI- 0 distance (2.96 Â) at 7 
points of the proton displacement, and found that the Hartree-Fock configuration 
dominates (more than 95 %) at every point. 

We determine model potential parameters to be used in the Monte Carlo sim
ulations in the potential form 

The electrostatic term here represents Coulomb interaction between point charges 
on each atomic site. The point charges on each atomic site of external waters are 
taken from the TIP3P model for water (31). The point charges on the reaction 
system 1-3 are determined so as to reproduce the electrostatic potentials at ~500 
points around the trimer 1-3 computed from the electron density matrix of the 
RHF/6-31G**(Cl+) wavefunction. To include the solvent induced polarization of 
the solute, RHF/6-3lG**(Cl+) wavefunctions of the system 1-3 are recalculated 
under the influence of eight externals reorganized to each charge distribution of 
the systems 1-3. For the ion pair states 2 and 3, the cluster structures opti
mized by using the model potential equation 2 with the charge distribution of 
the isolated 2 and 3 are used. The LJ parameters e and σ in equation 2 are 
determined so as to approximate the interaction energies and the average heavy 
atom (CI- - -0 and 0- · -0) distances for smaller clusters, HC1(H 2 0) 4 , C1~(H 2 0) 4 

and H 3 0 + ( H 2 0 ) 3 . The reference energies and geometries to be approximated are 
taken from MP2/6-3lG**(Cl+) energy calculations and RHF/3-21G* geometry 
optimizations, respectively. 

Results and Discussion 

We first present the results for the first proton transfer 1—>2 in Scheme I. 
Figure 3a displays the free energy curves in the solvent coordinate 

Vint = Σ Σ Ι " + 4 6 „ 6 { ( — ) 1 2 " ( — ) « } ] . 
α 5 7*α6 Tab ^ab 

(2) 

AEU = V1(S;R,)-V2(S;R2), (3) 

where Vi(S; R,-) denotes the total potential energy including solute internal, solute-
solvent interaction and solvent-solvent interaction energies, as functions of the 
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solvent molecule configurations denoted as S, at fixed solute coordinates R t . These 
curves are obtained by the Monte Carlo sampling described above, together with 
a free energy perturbation method (32,33) to access the thermally improbable 
regions of high free energy. 

Solvent configurations corresponding to the intersection AE\2 = 0 in Fig
ure 3a, are then used as configurations for which to generate the potential for 
the proton transfer in the fixed field of the solvent molecules. Figure 3b shows 
that this potential is symmetric, and that the calculated (from a one-dimensional 
Schrôdinger equation) ground adiabatic state proton vibrational level is only very 
slightly below the proton barrier top. In fact it is argued elsewhere (15) that any 
simulation — such as the present one — which in effect treats the solvent elec
tronic polarization classically and via effective charges on the solvent molecules, 
will give an overestimate of the proton barrier. Thus the true proton barrier will 
be lower than that displayed, and the proton vibrational level will be above it. 
This last feature signals an adiabatic proton transfer. 

The calculations above were performed at an 0 -0 distance of 2.83 Â between 
the two explicit waters in Scheme I. This is the equilibrium distance between two 
neutral water molecules in (H 20)s. When the above calculations are repeated 
at an 0 -0 distance value of 2.56 Â — the H 3 0 + - H 2 0 equilibrium distance in 
H 3 0 + ( H 2 0 ) 3 , the same basic picture emerges. 

The picture for the first transfer 1—>2 that emerges is then the following. 
The acid-base proton transfer is adiabatic, rather than tunneling, with the pro
ton adiabatically following the slow solvent rearrangement to configurations with 
AE\2 = 0. This rearrangement occurs at a slight cost of free energy. The precise 
cost to reach the transition state in the solvent coordinate must be calculated 
as follows. We must determine the vibrational energy level for the proton in the 
reactant and at the transition state in AE\2J by solving the Schrôdinger equation 
for the proton in its potential in those AE\2 regions. The results are denoted by 
the small cross marks in Figure 2a. It is then seen that the process is nearly barri-
erless, AG\2 ~0.1 kcal/mol. In a similar way, a reaction free energy of AG\2 ~-6.7 
kcal/mol is estimated (cf. Figure 3a). This is about 70~80 % of the full exper
imental (1,34,35) free energy of ionization -8~-10 kcal/mol. Thus the adiabatic 
1— *2 transfer is an almost activationless process in the solvent coordinate and is 
markedly downhill in free energy. (By contrast, the 1—>2 transfer is calculated 
to be uphill by ~20 kcal/mol in the gas phase.) Since our estimated simulation 
uncertainty is only a few kcal/mol (21), we anticipate that the qualitative picture 
stated above is robust, i.e., the adiabatic first proton transfer is at most nearly 
activationless and the major part of the reaction exothermicity is gained in this 
first step. 

Figure 4 displays the corresponding pictures for the second proton transfer 
2— »3. Here the 0 -0 distance is taken to be 2.56 Â, which is the equilibrium 
distance for H 3 0 + - H 2 0 and the appropriate solvent coordinate is now 

AE23 = V2(S;R2)-V3(S;H3) (4) 

in analogy to equation 3. It is seen that again the proton transfer is adiabatic. It 
is found (21) instead to be a nonadiabatic tunneling proton transfer if the 0 -0 
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. 1 ο Γ, , . . ! , , , , ι • , • , ι , , » , ι , 
- 2 0 0 20 

ΔΕ 1 2 (kcal/mol) 

(b) 10 
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(J l ι ι ι I ι ι ι I ι ι ι I ι ι ι I ι ι t l ι ι ι I 

1 1.4 1.8 2.2 
r, (A) 

Figure 3. (a) The diabatic free energy curves in the solvent coordinate AEu. 
The ground proton vibrational levels (+++) are shown, (b) Proton transfer 
potential evaluated at A Eu = 0, with the ground vibrational level displayed. 
The variance of the calculated proton barrier height for 5 different 
independent solvent configuration samplings (all with AEu = 0) is 0.1 
kcal/mol. (The variance of the average of the forward and reverse barrier 
heights is ~0.01 kcal/mol.) 
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Figure 4. Same as Figure 3, but now for the second proton transfer. 
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separation is not allowed to "reorganize" from the H 2 0 - H 2 0 equilibrium value of 
2.83 Â. Thus nuclear reorganization plays a key role in this second transfer. 

Now, activation in the solvent is required, and an estimate of the barrier 
height which takes account of the quantized proton vibrational level is AG\3 ~0.9 
kcal/mol. This second transfer is nearly thermodynamically neutral, with an 
estimated reaction free energy of AG23 of only ~-0.2 kcal/mol. The overall exper
imental reaction free energy of HC1 ionization in water is (1,34,35) around -8~-10 
kcal/mol. We estimate (21) that the residual rise in free energy on going from 
3 to the completely separated ions is only ~0.6 kcal/mol in the high dielectric 
constant water solvent by a simple dielectric continuum argument. 

Finally, the issue of concerted versus stepwise transfer of the protons in Scheme 
I can be examined by calculation of the free energy curves for the concerted dou
ble transfer, now in the solvent coordinate AE\%. It is found that the activation 
free energy for this reaction route is ~6.2 kcal/mol (including the energy cost for 
0 -0 compression), which is noticeably higher than that for the stepwise trans
fers discussed previously. This strong bias against a concerted transfer can be 
qualitatively understood (21) in terms of the larger reorganization free energy for 
the solvent required for the large charge separation in 1—>3, versus the smaller 
reorganization costs for the less drastic charge separations in 1—>2 and 2—>3. 

Concluding Remarks 

We have outlined here the methods and results of a study of the acid ioniza
tion of HC1 in water. More extensive description, analysis and discussion will be 
presented elsewhere (21). The picture which emerges is that the HC1 ionization is 
a consecutive set of adiabatic, non-tunneling, proton transfers. The first transfer 
involves an almost activationless solvent reorganization to "contact" 0 1 ~ - Η 3 0 + 

ion pair, with an accompanying reaction free energy of ~-6.7 kcal/mol. The sec
ond transfer is slightly activated in a solvent coordinate and is approximately 
thermoneutral. While no simulations have been performed for the remaining pas
sage to the fully separated ions, a dielectric continuum estimate suggests that that 
process involves only a very small overall free energy change. We expect, however, 
that there can be small barriers in a solvent coordinate — much like that in the 
second step 2—>3 above — along the pathway, as well as nuclear reorganization 
of 0 -0 distances to assist the adiabatic proton transfer. 

Since the solvent barriers for the two steps are either negligible or small, there 
could well be considerable barrier recrossing effects which would need to be taken 
into account in reaction rate constants (36-39). This feature would not, however, 
alter the energetic pathways above. 

The considerations outlined here can also be employed to study the issue of 
HC1 ionization at ice surfaces in connection with ozone depletion (40,41) and to 
examine other acid ionizations, e.g. that of HF, in water. 
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Chapter 11 

Water-Assisted Reactions in Aqueous Solution 

Jean-Louis Rivail, Serge Antonczak, Christophe Chipot, 
Manuel F. Ruiz-López, and Leonid G. Gorb1 

Laboratoire de Chimie Théorique, Unité de Recherche Associée 
au Centre National de la Recherche Scientifique 510, Université 

de Nancy 1, B.P. 239, 54506 Vandoeuvre-lès-Nancy Cedex, France 

The results of ab initio computations including MP2 intramolecular 
electron correlation corrections on two chemical processes, amide 
hydolysis and ion pair formation in hydrochloric acid, are 
reported. The influence of water is simulated by considering a 
supermolecular system with one and two water molecules and the 
effect of the bulk solvent is modeled by a continuum surrounding 
the solute. 
A mechanism involving a water dimer in the amide hydrolysis 
appears to be energetically favored in the case of both the neutral 
and the acid-catalyzed reaction. This mechanism can be interpreted 
as a water-assisted reaction in which the second water molecule is 
considered as an ancillary molecule (or equivalently as a 
bifunctional catalytic process). 
Using the same model, the ionic dissociation of HCl appears to be 
impossible when a single water molecule is involved to solvate the 
proton which is expected to be part of the process. Conversely, 
solvating the proton, by a water dimer leads to an easy dissociation 
in a medium having a dielectric permittivity greater than 15. 
The particular role of the water dimer in an aqueous solution is 
discussed in the present contribution, and some general 
conclusions are proposed. 

Aqueous solutions, which are probably the most widely studied chemical systems, 
constitutes a fascinating subject for chemists. The reason for this special interest is 
partly due to the fact that liquid water is an essential component of the physical world 
and that it plays a crucial role in life, but it also comes from the unique properties of the 
water molecule. 
Among the amazing properties of water, one notices that, in the molecule, three atoms 
have very marked and complementary properties: the two hydrogen atoms are electron 
deficient to a non-negligible extent, which enables them to form strong hydrogen bonds 
with atoms bearing electron lone pairs. This is actually the case of the oxygen atom 
possessing two lone pairs which are very efficient in hydrogen bond formation and 
cation solvation (l)/m particular, the H + cation coming from the ionic dissociation of 
another water molecule. Through such interactions, a proton can easily jump from one 
1Current address: Institute of Colloid and Water Chemistry, Ukrainian Academy of 
Sciences of Ukraine, 252142 Kiev, 142 Ukraine 

0097-6156/94/0568-0154S08.00/0 
© 1994 American Chemical Society 
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11. RIVAIL ET AL. Water-Assisted Reactions in Aqueous Solution 155 

water molecule to another one, which in turn, can give one proton to another neighbor. 
A water molecule can, therefore, act as a relay in proton transfer phenomena. Finally, 
the large dipole moment of the molecule, which is even increased by hydrogen bond 
formation, gives rise to a high dielectric constant modifying to a large extent the 
structure and energetics of the chemical species present in the solution, in comparison 
to what can be expected for these species in a gaseous state. 
A l l these remarks lead us to the conclusion that it is not wise to analyze the chemical 
process in solution by only considering the interaction of the solute with one water 
molecule. The other molecules of the solution may play a key-role either directly, by 
acting specifically as an intermediate in the reaction, or indirectly through the 
modifications of the electrostatic interactions due to the dielectric permittivity of the 
solvent. 
Specific chemical interactions may be observed in chemical processes in which the 
presence of an extra (or ancillary) water molecule that does not enter the stoichiometry 
of the process, but modifies the reaction path. Such processes have been analyzed in 
terms of bifunctional catalysis (2). Typically, these phenomena can be simulated by 
means of quantum chemical computations on clusters consisting of the solute and a 
given number of water molecules (usually one or two). The role of the water molecules 
in the bulk can be investigated by introducing the electrostatic interactions between the 
cluster and the solvent in the quantum chemical computation. 

Methodology 

The quantum chemical computations have been carried out using the conventional 
procedures and the standard basis sets available in the Gaussian92 (3) ab initio 
package. In most cases, the energy values discussed in this paper were obtained 
employing the 6-31G** basis set ; the second-(MP2) and occasionally third-(MP3), 
order M0ller-Plesset theory was used to assess the influence of intramolecular electron 
correlation. In the case of small systems, a full geometry optimization was performed 
with these energy data. However, for larger systems, the optimization was carried out 
at the Hartree Fock level of approximation using the 3-21G basis set, and the energy 
was computed on the optimized structure by means of the Self-Consistent Reaction 
Field (SCRF) approach in which the solvent is represented by a continuum 
characterized by its dielectric permittivity ε (ε=78.5 for water at 25°C) and the solute is 
embedded in a deformable cavity adapted to its shape. The solute-solvent interactions 
are evaluated by means of the reaction field factors (4-6), and the charge distribution of 
the solute is expanded in a multipole series up to order 6. This method allows us to 
carry out all the usual computations of quantum chemistry on a solvated molecule, 
including Nfeller-Plesset perturbation calculations (7-8), with a cavity having a shape 
adapted to the geometry of the solute. Nevertheless, in order to reduce the computer 
time, we sometimes used the ellipsoidal approximation (9) for the cavity, in particular 
for geometry optimization. 
Such an approach provides us with the equilibrium structure of the molecule in the 
solvent. The computed energy corresponds to the sum of the molecular energy and the 
electrostatic and induction contributions to the solute-solvent free energy of interaction 
(10-11). In order to evaluate the total free energy of interaction, it is necessary to 
include two additional terms. The first term, namely the cavitation free energy, 
represents the energy spent to create the cavity in the solvent. This term can be obtained 
from several empirical formulae. In this work, we have adapted the formula proposed 
by Tunon et al. (12). The second term corresponds to the dispersion energy. It has 
been shown that when it is incorporated in the SCF computation, this term does not 
modify the equilibrium properties of the solute substantially (13). In particular, it does 
not vary much when the geometry of the solute changes. For this reason, we have 
decided to drop it in this study. This approximation should be kept in mind when one 
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156 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

discusses the energy variations along a reaction path and thinks of the possible 
variations of the dispersion contribution. 

The Water Dimer in Aqueous Solution, 

The properties of each individual molecule in liquid water are expected to be different 
from those of single isolated molecules because of the molecular interactions with the 
rest of the liquid. As usual, these interactions may be classified into(i) short-range 
interactions, which are depicted as intermolecular hydrogen bonds and, (ii) long-range 
interactions, which are, in the present approach, assimilated to the effects of the 
polarizable continuum. 
The effects of molecular association can be analyzed by comparing the properties of a 
water dimer and those of the isolated monomer. This basic problem has been studied 
thoroughly and, recently, some accurate quantum chemical results have been published 
(14-15). The influence of the liquid surroundings on these species has also been 
investigated (16). This study has been carried out using the 6-311++G(2d,2p) basis 
set, at both the HF and the MP2 levels of approximation, even for the geometry 
optimizations within the framework of SCRF computations in the ellipsoidal 
approximation. 
In order to distinguish the two kinds of effects that a given water molecule experience 
from the other molecules pertaining to the liquid, we shall briefly summarize the results 
of the study, in which we successively analyze the influence of a single H-bond 
formation in a water dimer, and that of the surroundings on a single molecule, as well 
as on its dimer. The modifications of the chemical properties of each molecule are 
followed by the variations of the Mulliken net atomic charges (17). Although the 
partitioning of the electron density proposed by Mulliken has been criticized (18-19), 
especially for the hydrogen atoms, it is commonly admitted that the variations of these 
charges is chemically meaningful and may be used to anticipate a variation of a 
chemical property depending on local charges. 

Influence of Hydrogen Bonding. In the isolated state, one linear dimer is found 
and will be entitled dimer I in this study. However, a second structure (or cis-dimer) 
has been recognized as an energy minimum in the liquid state. It corresponds to a 
transition state in the gas phase and will be considered here under the name of dimer II 
(Figure 1). The geometries of these structures, optimized at the MP2 level, are available 
in ref. (16) and the SCF Mulliken charges are reported in Table I 

Table I. Mulliken charges in each water molecule under various association states 
H i O l H 2 02 H3 H4 Aq μ(0) 

Monomer 0.2410 -0.4819 0.2410 -0.4819 0.2410 - 2.063 
Dimer I 0.2408 -0.5608 0.3177 -0.5230 0.2626 0.0023 2.848 
Dimer II 0.2337 -0.5593 0.3248 -0.5275 0.2641 0.0008 4.375 

Apart from the variations of the properties of atoms H2 and O2 involved in the 
hydrogen-bond formation, the most noticeable result of this comparison is the strong 
variations of the charge borne by atom O i , which becomes more negative, and by those 
of atoms H3 and H4, which become more positive. One is, therefore, led to consider 
that the result of the dimerization is an increase of the basic properties of molecule 1 
and an increase of the acidic properties of molecule 2, regardless of the conformation of 
the dimer. 
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Figure 1 : The water dimer 
a) dimer I 
b) dimer II 

(Adapted from reference 16) D
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158 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

Influence of the Surroundings. The general effect of a liquid surroundings on a 
molecule is the polarization that usually increases the molecular electric moments. This 
effect can be analyzed through the differences in the Mulliken populations, which 
usually increase under the influence of the solvent This is visible in the case of a single 
water molecule as shown on Table II. 

Table II: Mulliken charges of oxygen (qo) and hydrogen (qn) and dipole 
moment (μ) of the water monomer in a vacuum (ε=1) and in water (ε=78) 

ε=1 ε=78 variation 

qo -0.4819 -0.5860 -0.1041 
qH 0.2410 0.2930 +0.0520 
μ(0) 2.063 2.382 0.319 

The modifications of the electronic properties of the molecules are quite 
substantial. Qualitatively, the effects have many analogies with those intervening in H -
bond formation, and one notices that the predicted variations of both the basic 
properties of oxygen and the acidic properties of hydrogen are even more pronounced 
than the largest variations anticipated from the analysis of the dimers. 

Joined Effects of Hydrogen Bonding and Solvation. In order to have a 
global view of the possible modifications of the chemical properties of a water molecule 
under the joined influence of short- and long-range interactions, we now analyze the 
variations of the Mulliken charges between a single isolated water molecule and a 
solvated dimer. The results relative to the dimers I and II are given in Table III. 

Table III: Variation of the Mulliken electron population due to the joined effects 
of hydrogen bonding and solvation 
Atoms H i O l H 2 θ 2 H3 H4 
Dimer I +0.0701 -0.1832 +0.1145 -0.1449 +0.0776 
Dimer II +0.0714 -0.1955 +0.1136 -0.1472 +0.0787 

This table shows that the combined effects increase further the contrast between 
the charges borne by the oxygen and the hydrogen atoms. If one discards the hydrogen 
bonded atoms O2 and H2 which are less available for reacting (although O2 has a 
second lone pair), we notice that the basic or nucleophilic properties of the oxygen O i 
increases noticeably, as well as the acidic or electrophilic properties of the hydrogen 
atoms (especially H3 and but also Hi which is almost not modified in the isolated 
dimer). 

The differences between dimer I and dimer II are negligible. Dimer II undergoes 
a stronger solvent effect due to its larger dipole moment which is also responsible for 
the fact that its conformation, in the liquid state, corresponds to an energy minimum 
which is only 0.02 kcal.moH above dimer I, both at the HF or MP2 level. 

The conclusion of this analysis is that the chemical properties of water may be 
very different in the liquid state and in the isolated unassociated state, which is often the 
only structure considered in quantum chemical computations. 

These modifications are multiple. In addition to the enhancement of the 
nucleophilic and electrophilic properties of oxygen and hydrogen atoms, especially 
those which are not part of hydrogen bonds, one notices that the dimer appears to be 
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quite deformable. In other words, the pair O1-H3 or R*, is able to react with a pair of 
electrophilic and nucleophilic sites in a partner molecule, even if the relative position of 
these sites is not favorable for a reaction with a single water molecule. After the 
reaction, a water molecule may be regenerated from the dimer. This is the reason why 
one sometimes talks about ancillary molecules, or of afunctional catalysis (2). 

Hydrolysis of Amides (20) 

This reaction is a model of the chemical hydrolysis of peptides. In this case, it is 
known to be catalyzed by several proteolytic enzymes, but the reaction may also occur 
in aqueous solutions, especially in acidic media. 
The overall stoichiometry of the reaction may be written as shown in Scheme 1. 

+H 20 • Ν—Η + Ο C . 

H R2 vi \ 2 

or • ^ N H ^ + OCOR: 

Scheme 1 

Where only one water molecule enters the reaction stoichiometry. 
In this study, we carefully analyze the simplest case in which Ri=R2=H (formamide), 
using the theoretical methodology summarized above. 
The dissociative addition of a single water molecule to formamide (FA) has been 
studied previously in the isolated state by Bader et al. (21). These authors found a 
transition state 42.0 kcal.mol 1 above the reactants. 
In the present study, we consider an alternative process in which a water dimer is 
added to the amide molecule. These two processes are then investigated in the case of a 
reaction catalyzed by an acidic medium. Following the results of the earlier study by 
Bader et al. (21), the presence of an excess of protons in the solution is simulated 
considering the complex formed by a hydronium H3O ion interacting with the oxygen 
atom of the amide. These reactions are first considered in the isolated state. The 
influence of the bulk water represented by a continuum will be examined afterwards. 
The computations have been carried out at the MP2 or MP3/6-31 G* *//3-21G level of 
approximation. In addition to the usual energy calculations, the free energies have been 
estimated by computing the vibrational contribution to the partition function. 

Are There One or Two Water Molecules Directly Involved in the 
Process? We report in Table IV the energy variations ΔΕ* and the free energy 
variations A F * between the transition state and the reactants for these two processes, 
in the case in which the molecular species are assumed to react in vacuo. We consider 
the neutral (uncatalyzed) reaction and the hydronium-catalyzed one. These results 
correspond to the effects due to intermolecular MP3 computation of electron 
correlation. They, therefore, slightly depart from the MP2 data reported earlier (21). 
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Table IV: Energy barrier (ΔΕ*) and free energy barrier (ΔΡ*) (in kcal.mol-1) of 
different processes of the hydration of formamide (FA). (Energies computed at the 
MP3/6-31G**//3-21G level) 

ΔΕ* A F * 
reactants H2O + FA (Η2θ)2 + FA H2O + FA (Η2θ)2 + FA 
neutral reaction 48.3 33.0 59.3 55.5 
H3CH"-catalyzed reaction 26.4 -3.8 37.2 20.1 

This table shows that the assistance of a second water molecule lowers the 
energy barrier. The difference is less marked if one considers the free energy 
variations. This is due to the fact that the decrease of the entropy when passing from 
the reactants to the transition state is greater in the case of the water-assisted process. 

If one considers the H^O^-catalyzed reaction, which is the most realistic one, it 
is clear that the assistance of a second water molecule is very favorable. One may then 
easily imagine that, in an aqueous solution, the probability for a pair of water molecule 
to react is quite large, and that the process is very likely to involve such a dimer. The 
structure of the transition state and of the reaction intermediates I i t on the reactant side, 
and I2, on the product side, are schematized on Figure 2. 

Role of the Surroundings. The presence of a continuum does not greatly modify 
the conclusions emerging from the study carried out for the isolated species. For the 
water-assisted neutral reaction, the energy barrier is increased by an amount of 1.8 
kcal.mol 1. The most noticeable effect of the solvent appears on the reaction coordinate. 
This effect is visible on Table V , which indicates the main changes for the transition 
state of the neutral, water-assisted reaction in a gaseous state (ε=1), and in the solution 
(ε=78.4). The atoms are numbered according to Figure 2. 

Table V : Main interatomic distances in the transition state for the water-assisted 
neutral molecule in a vacuum (ε=1) and in water (ε=78.4) 
bondlengths C N COi CO2 O2H1 O3H1 O3H2 N H 2 

ε=1 1.572 1.239 1.674 1.205 1.190 1.190 1.298 

ε=78.4 1.530 1.273 1.595 1.293 1.120 1.098 1.460 

The C N and C O 2 bondlengths are substantially shorter in solution, i.e., the 
cleavage of the bond is retarded, although the nucleophilic attack on the carbon atom is 
favored. Conversely, the N H 2 bond is longer in solution. The same tendency has been 
pointed out in the case of the catalyzed reaction. 

These modifications indicate a strong coupling between the reacting molecule 
and the surroundings which may influence the reaction kinetics to a larger extent that 
one would anticipate from the above energetics considerations. 

One, therefore, concludes that the water-assisted process has to be considered 
as a good candidate to explain the hydrolysis of amides. In this process, the OH group 
that is bonded to the carbon atom to generate a carboxylic acid comes from one water 
molecule, and the hydrogen that is fixed to the nitrogen atom comes from another one. 
The two remaining moieties recombine to produce a water molecule, so that the reaction 
balance does not depend on the presence of the second water molecule. The reaction 
appears to proceed through an intermediate product which can be described as a cluster 
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formed by an ammonia molecule and a formic acid bridged to the extra water molecule, 
in the case of the neutral reaction. In the case of the acid-catalysed reaction, the greater 
electrophilicity of the carbon atom, induced by the protonation of the carbonyl group, 
favors a structure which is closer to the tetrahedral intermediate, as shown on Figure 2. 

This multicenter mechanism is not too surprising. Enzymatic hydrolysis of 
peptides, especially in serine proteases is also analyzed as a multicenter process in 
which the functionnal chains present in the active site play a role similar to the second 
water molecule (22). 

Ionic Dissociation of Hydrogen Chloride in Water (23) 

Most of the common textbooks explain the ionic dissociation of hydracids in water by 
the high dielectric permittivity of the solvent. Specific solvation processes are 
considered too, and among them the solvation of the proton is usually assumed to 
produce the H3<3+ hydronium ion. Nevertheless, on the basis of vibrational 
spectroscopy data, some authors have postulated that a second water molecule is 
directly involved in the process leading to the (H5O2)"1* protonic species (24-26). In 
order to study the influence of various factors on the formation of the ion pair H^OCl" 
we report the results of computations performed at the MP2/6-31+G** level. This 
study analyzes the influence of one and two water molecules on the formation of the 
ion pair, in the isolated state and in a solvent. The structure of the species on which the 
computations have been performed is shown schematically on Figure 3. 

HC1 Interacting With One Water Molecule. In the gaseous state, the two 
molecules form a complex which can be depicted by considering a hydrogen bond 
between the hydrogen atom of HC1 and a lone pair from H2O. 

The presence of a water-like continuum around this complex does not modify 
our conclusions substantially. The potential energy surface exhibits only one minimum 
(Figure 4) and the complex is closely related to the gas phase (ε=1) structure (Table 
VI). 

Table VI: Geometric and energetic characteristics of the H2O-HCI complex (atom 
numbers as on Figure 3) 

dCl-H4 (A) dH4-02 (A) < H4-02-H1 
(degree) 

energy (a.u.) 

ε=1 1.282 1.903 145.7 -536.46532 

ε=78.4 1.289 1.847 134.5 -536.48072 

Note: the ion pair H30+C1" has not been observed. 

The System ( H 2 0 ) 2 H C 1 . In the gaseous state, HC1 again forms a hydrogen-
bonded complex with the water dimer, but now, in a medium with a high dielectric 
constant (ε>15), our computations indicate a dissociation of the Hs02 + Cl" ion pair 
which is manifested by the fact that the Cl-H bondlength increases continuously, hence 
preventing a geometry optimization process to converge. 

At the other end of the solvent polarity scale (ε=2), the hydrogen-bonded 
complex is again the only stable structure. 

In order to study the influence of the surroundings, we have varied the dielectric 
permittivity of the continuum. For ε=10, two local minima appear on the potential 
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H 3 

Figure 3: mono- (a) and dihydrated (b) complexes of hydrogen chloride. 

(Reproduced from reference 23. Copyright 1994 American Chemical Society) 

. 5 3 6 . 4 1 j I I I i I I J—L. I 1 I I l-X I I I t 1 1 I t I I I I I < t 

d(0 2H 4) (Â) 

Figure 4: Potential energy curve of the H2O-HCI complex. 
a) in vacuo 
b) in a non polar medium (ε=2) 
c) in water (ε=78.3) 

(Reproduced from reference 23. Copyright 1994 American Chemical Society) 

D
ow

nl
oa

de
d 

by
 M

O
N

A
SH

 U
N

IV
 o

n 
O

ct
ob

er
 2

6,
 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e:
 S

ep
te

m
be

r 
29

, 1
99

4 
| d

oi
: 1

0.
10

21
/b

k-
19

94
-0

56
8.

ch
01

1

In Structure and Reactivity in Aqueous Solution; Cramer, C., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1994. 



164 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

energy surface: one corresponding to the hydrogen-bonded complex, and the other one 
to the expected ion pair, 1.2 kcal.mol-1 lower than the first one (see Table VII). 

Table VII: Geometric and energetic features of the (PfeOteHCl complex 
dCl-H7 (A) dH7-05 (À) dQ2-H4 (A) energy (a.u.) 

ε=1 1.291 1.809 1.860 -612.71491 

ε=10 1.305 1.758 1.950 -612.74499 ε=10 
2.085 0.994 1.408 -612.74685 

These results clearly indicate that the modification of the basicity of the oxygen 
atom of the first water molecule, under the influence of dimerization, obviously plays 
an important role. This is visible on the results obtained in the gas phase, where HC1 is 
bonded to a single water molecule; the Cl-H bondlength is shorter than when HC1 
interacts with the dimer (1.282 Â vs 1.291 Â). In addition, the length of the hydrogen 
bond decreases accordingly (1.903 Â vs 1.809 Â). These results are in agreement with 
a stronger interaction with the dimer than with the monomer. Nevertheless, this 
interaction per se is not strong enough to dissociate the HC1 molecule. The influence of 
the dielectric constant then becomes crucial to allow this chemical modification. 

When the dielectric constant of the solvent is increased, this ion pair is 
stabilized. From ε=10 to ε=15, the ionic complex is, as expected, further stabilized, 
leading to a very flat minimum which preludes the ionic dissociation. For this 
modification of the permittivity, the main structural change is an increase of the C l - H 
bondlength from 2.085 Â to 2.178 Â. The Hv-Ckbond is slightly shorter (0.991 A) 
and the H4-O2 bond is almost unchanged (1.409 A). The Mulliken net charge of the 
chlorine atom reaches -0.954, hence confirming the ionic nature of the system. This ion 
pair can be interpreted as a contact ion pair between CI" and a solvated Η 3 θ + cation or a 
H5O2+ polarized by the anion. The departure of the proton is expected to imply a 
second activated process which would be a jump of proton H4 from the neighborhood 
of oxygen O5 to the neighborhood of another oxygen atom like O2, thus giving rise to a 
C l V F k O ion pair separated by one water molecule. 

In brief, the ionic dissociation of HC1 appears to require at least one pair of 
water molecules, in accordance to Librovich's proposal (24-26). The resulting proton 
can then be present in solution in presumably various transient solvated forms which 
differ from each other by the number of water molecules (27). 

Conclusion 

We have focused our attention on two typical reactions occuring in an aqueous 
solution: hydrolysis and ionic dissociation. Both examples emphasize the prominent 
role of the water dimer which appears to be very important chemical species among the 
many possible multimers which may be considered as individual components of liquid 
water (28). The results reported here confirm the reasoning proposed in part III after 
having analyzed the properties of the liquid dimer in solution. In particular, the 
dimerization magnifies the acid-base properties of the water molecule and gives rise to a 
deformable species which reduces the possible geometric constraints occuring when the 
reaction requires a positively charged hydrogen atom and a nucleophilic oxygen atom 
simultaneously. This explains the efficiency of bifunctional catalytic (or water-assisted) 
hydrolysis. In the example that we have considered here, the role of the surroundings 
appears to be less decisive, which may probably be a general trend in such reactions 
which do not involve large charge transfers. One must, therefore, keep in mind that the 
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observed effects, which are quite important when one considers energy variations, are 
less marked on free energy differences because of the low entropy associated to the 
transition state. 
In contrast with what one have might expected in the case of the ionic dissociation of 
hydrogen chloride, the influence of the high dielectric permittivity of the medium, 
which is here very important, is not the only factor that influences the process. Again, 
the strong interaction between the oxygen atom of the water molecule and the 
hydrogen atom of hydrogen chloride plays such a role that a single water molecule 
appears not to be basic enough, and that a dimer is required for the dissociation to 
occur. 
A question then arises immediately: what about higher multimers, and in particular, 
trimers which are expected to occur in liquid water? Two kinds of trimers can be 
considered: a linear trimer or a bifurcated one, as represented on Figure 5. 
In the case of bifunctional catalysis, these species are expected not to be very important 
because the modifications of the atomic charges in the linear trimer are not greater than 
in the dimer, the charge transfer occuring mainly between the two terminal molecules 
(29). In addition the entropy variations are expected to be greater than for the dimer. As 
for the bifurcated trimer, the basicity or proton affinity of the central oxygen atom is 
known to be increased by an electron transfer from the two hydrogen-bonded 
molecules, but the resulting positive charge is shared between the four terminal 
hydrogen atoms. 
This interesting property of the bifurcated trimer may become of greater importance 
when only the properties of oxygen are involved in the process. This is the case of the 
ionic dissociation of Br0nsted acids. Indeed, the complex (H20)3HC1 exhibits, in the 
case of the bifurcated trimer, all the features of a stronger interaction. At the same 
computational level as for the dimer, carried out in a vacuum, the optimized geometry 

H 

Figure 5 : linear (a) and bifurcated (b) water trimers. 
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of the complex between HC1 and the bifurcated dimer shows a longer H-Cl bond: 
1.300 Â instead of 1.291 Â and a shorter O-H bond: 1.732 Â instead of 1.809 Â in the 
case of the (PfeO^HCl complex (Chipot, C. unpublished results). The assistance of 
two water molecules, or more, may, therefore, become crucial for the ionic dissociation 
of weaker acids (30-32). These examples show that, in aqueous solution, the number 
of water molecules chemically involved in a reaction (i.e. participating to the exchange 
of electrons) may be larger than one would anticipate, just by considering the 
stoichiometry of the process. 
In addition, the quantum chemical computations have to take the electron correlation 
into account, since the Hartree-Fbck approximation favors the ionic structures and may 
lead, as in the H2O-HCI complex to spurious minima. 
This, of course, may complicate to a large extent a realistic simulation of reactions in 
aqueous media. The approximation which consists of considering the solvent as a 
continuum, although it has some obvious limitations, allow us to undertake these 
sophisticated computations on a rather small subsystem. It is, therefore, still a very 
useful tool for exploring a rather complex reality. 
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Chapter 12 

Transition-State Structures 
From Gas Phase to Solution 

J. Bertrán, J. M. Lluch, A. González-Lafont, V. Dillet, and V. Pérez 

Departament de Química, Universitat Autònoma de Barcelona, 08193 
Bellaterra (Barcelona), Spain 

Although the concept of a transition state structure is well defined in 
the gas phase, it needs clarification for reactions in solution. One 
aspect discussed in this paper is whether the separation between the 
chemical system and the solvent can be introduced or not. In this 
paper, both possibilities will be analyzed. To illustrate this point 
several reactions have been studied. In particular, the Menshutkin, 
SN1 Friedel-Crafts, proton transfer, and dissociative electron transfer 
reactions have been treated. 

For reactions in the gas phase at low pressure the transition state structures are well 
defined in conventional transition state theory. Mclver and Komornicki (1) define the 
transition state structure as the point that fulfils the following four conditions: a) it 
is a stationary point, that is, it has zero gradient; b) the force constant matrix at the 
point must have only one negative eigenvalue; c) it must be the highest energy point 
on a continuous line connecting reactants and products; d) it must be the lowest 
energy point which satisfies the above three conditions. Because of the two first 
mathematical conditions a conventional transition state structure is a saddle point. 
As a matter of fact it has been recognized that the conventional transition state (2) 
is actually a configuration-space hypersurface that divides reactants from products 
(the so-called dividing surface) and is centered at the saddle point. This dividing 
surface is generally constructed perpendicular to the minimum energy path (MEP), 
which is the path of steepest-descent from the saddle point into the reactant and 
product valleys. Hereafter in this paper we will use the term transition state as 
equivalent to the entire dividing surface, in contrast with the term transition state 
structure that is just a particular point in the dividing surface. 

The rate constant depends on the difference between the free energy of the 
ensemble of configurations corresponding to the dividing surface and the free energy 
of reactants. The fundamental assumption of conventional transition state theory is 
that the net rate of forward reaction at equilibrium is given by the flux of trajectories 
across the dividing surface in the product direction, and this assumption would be 
true if trajectories that pass across this surface never return. As this non-recrossing 
assumption is not always valid, in variational transition state theory a set of dividing 
surfaces is constructed, and a search is conducted for the one that maximizes the free 
energy barrier, which is equivalent to minimizing the net forward rate. As a 

0097-6156/94/0568-0168$08.00/0 
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12. BERTRAN ET AL. Transition-State Structures 169 

consequence the variational transition state is a dividing surface that does not 
necessarily pass through the saddle point (3). 

As stated above, the location of transition state structures is the first step in 
calculating reaction rate constants from variationally determined free energy barriers. 
A strategy that has been widely used in recent years to search the transition state 
structures is the so-called reaction coordinate methodology. Following this 
methodology one or a few degrees of freedom are chosen as independent variables, 
and for each set of values of these independent variables, an optimization of the 
other degrees of freedom is carried out in order to minimize the potential energy of 
the system (4). In this way one can build up reduced hypersurfaces where it is easier 
to locate the transition state structure and the MEP. However an ill-advised selection 
of the independent variables used to define the reaction coordinate leads to 
unphysical reaction paths, as has been shown in several examples in the bibliography 
(4c, 5). 

The goal of this paper is to discuss the meaning and the usefulness of the 
concept of transition state structure when reactions in solution are considered. It is 
well known (6) that reactions in clusters often fill the gap between processes in gas 
phase and in solution. In particular, reactions in clusters are well suited for studying 
the participation of solvent degrees of freedom in the reaction coordinate. In the next 
section we consider the question of transition state structure for processes in clusters, 
and in the following section we consider it for reactions in solution. 

Reactions in Clusters 

Reactions between species solvated by a few solvent molecules can be observed 
experimentally(7). For that reason the theoretical study of such reactions is 
interesting in its own right. However, as we have already pointed out, our interest 
on this paper on studying reactions in clusters is focused on analyzing the similarities 
between those processes taking place in clusters and the same reactions in solution. 

One way to treat solvation effects is to assume that solvent always remains 
in equilibrium with the solute. This equilibrium hypothesis supposes that for fixed 
solute coordinates all the solvent coordinates are at a minimum energy point, with 
all the solvent gradient components being zero. However, in several previous papers 
(8), we have shown that in an SN2 reaction with reactants solvated by a small 
number of water molecules, the solvent coordinates are significant components of the 
transition vector. Due to this participation of solvent coordinates in the reaction 
coordinate, the hypothesis of an equilibrium between the solvent and the chemical 
system is no longer strictly valid. As a consequence, it is not possible to separate 
internal solute coordinates from external solvent coordinates. 

Nevertheless, in a nice paper (9) on the effect of nonequilibrium solvation on 
chemical reaction rates using variational transition state theory in the microsolvated 
reaction C1"(H20)+CH3C1, Truhlar and Tucker have shown that the equilibrium 
hypothesis is a good approximation for this reaction. The extent of nonequilibrium 
solvation is treated by comparing calculations in which the water molecule degrees 
of freedom participate in the reaction coordinate to those in which they do not. 

In order to further discuss the validity of the equilibrium approximation we 
will next present some of our results for the Menshutkin reaction, NH 3 (H 2 0) + 
CH 3 Br(H 2 0) (10). The solvent is treated by discrete coordinates (as opposed to a 
continuum model) using the supermolecule approach, with one water molecule 
solvating bromine and another solvating ammonia in a symmetric fashion, in such 
a way that the oxygens of both waters are aligned along the molecular N-C-Br axis. 
This geometrical arrangement prevents artificially breaking the symmetry of the 
reaction. 

Ab initio calculations have been carried out at SCF level with the 3-21G basis 
set. In Figure 1 is depicted the transition state structure of the microsolvated reaction, 
with the symmetry restrictions mentioned above, together with the main components 
of the transition vector. The figure clearly shows significant participation of the 
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solvent coordinates in the reaction coordinate. With the advance of the reaction, two 
charges of opposite sign are created; therefore the two solvation shells around the 
charged fragments are contracted. 

In the first two rows of Table I are presented the main internuclear distances 
for the transition state structure in the gas phase and in the microsolvated cluster, 
along with the corresponding values of a parameter defined as Rc

=dc-Br"dc-N> which 
measures the advance of the reaction. The relative energies of the transition state 
structures referenced to the corresponding reactants are also included. Comparing the 
transition state structure in gas phase (first row) and in the microsolvated cluster 
(second row), we observe a dramatic change in the geometry. The values of the R c 

parameter indicate that the transition state structure is found earlier when two water 
molecules are attached. Furthermore, the energy barrier decreases noticeably in going 
from the gas phase to the microsolvated cluster. 

Table I Main internuclear distances (in Â), advance parameter (in Â), and energetic 
barriers (in kcal/mol) at the transition states structures in gas phase and in the 
microsolvated clusters for the Mentshukin reaction 

dC-Br R c dnr-H ΔΕ* 

Gas Phase 2.605 1.883 0.722 _ - 23.3 
Solvated(a) 2.480 2.014 0.466 2.875 2.594 10.8 
Solvated(b) 2.492 2.028 0.464 2.905 2.597 11.6 

(a) Solvent molecules not equilibrated with the solute, (b) Solvent 
molecules equilibrated with the solute. 

Up to now, we have made no system-bath separation, that is, we have treated 
all of the coordinates of the cluster system explicitly. A reduction of the 
dimensionality of the potential energy hypersurface can be achieved if such a 
system-bath separation is made. To explore this we have effected such a separation 
by first calculating the MEP in the gas phase and then introducing, along this MEP, 
two water molecules equilibrated with the chemical system. The corresponding 
results are presented in the last row of Table I. The comparison between the 
geometries and the barriers of the transition state structures found in both cluster 
calculations only shows slight differences, which indicates that the hypothesis of 
equilibrium between the solute and solvent, although not exact, is a good 
approximation for this reaction. As we have already mentioned, in a reaction like the 
Menshutkin process, where charge is being created, the solvation shells around both 
charged fragments contract. The fact that the movement of the solvent is strongly 
coupled to the separation of charge, and consequently to the motion of the chemical 
system along its MEP, makes the equilibrium approximation acceptable. 

The discrete representation of the solvent with a reduced number of solvent 
molecules is especially well suited to show the participation of solvent coordinates 
in the reaction coordinate, but, as Jorgensen has emphasized, the cluster reactions do 
not include the significant contribution of bulk reorganization to the activation barrier 
in solution and the effect of statistical averaging (11). 
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Reactions in solution 

In order to model a reaction in solution, we need to include a great number of 
solvent molecules in our system. The number of degrees of freedom involved in such 
a calculation makes it computationally impossible (with current capabilities) to locate 
the transition state structure of the reaction on the complete potential energy 
hypersurface. 

A first strategy to bypass this problem is to carry out a separation between 
the solute and the solvent treated as a thermal bath. There are three possible options 
to implement this strategy. The first one, which is the traditional assumption, 
considers that the transition state structure is the same in the gas phase as in 
solution. The second option incorporates the solvent effect along the gas phase MEP, 
in such a way that usually in solution a shift of the transition state structure along 
the monodimensionally gas phase MEP curve is produced(/0,/2). A variant of this 
methodology consists in choosing two independent variables from the chemical 
system to construct a reduced hypersurface, first in gas phase and second in solution, 
in order to evaluate the modification of the transition state structure location. The 
third option consists in a relocation of the transition state structure taking into 
account all the coordinates of the chemical system and a large number of solvent 
molecules, which may be done easily, in the present state of the art, by using a 
continuum model. This third option needs to be adopted if the interaction between 
the solvent and the chemical system is so important that it changes the topology of 
the gas phase potential hypersurface. 

The use of a continuum model to relocate the transition state structure in 
solution means that the coordinates of the chemical system are considered as 
independent variables, and for each set of values of those variables the solvent is 
taken to be in equilibrium with the chemical system. This is similar to what is done 
in order to construct reduced hypersurfaces for gas-phase reactions as described in 
the previous section. The difference between the gas-phase and solution treatment 
is that in the gas-phase methodology one minimizes the energy with respect to the 
coordinates not taken as independent variables while in the continuum model a 
statistical average is carried out over the solvent variables. Note that when a 
continuum model is used, potential energy and free energy terms are mixed. 

The second strategy consists in not separating the solvent parameters from 
the chemical system. Not assuming separability will be important in those systems 
where the internal variables and the solvent coordinates participate with similar 
weight in the reaction coordinate, as happens, for instance, in some electron transfer 
processes. A practical way to treat such electron transfer reactions is to define a 
nongeometrical coordinate in such a way that we can represent the free energy of the 
whole system versus this generalized coordinate. 

In the following section, several examples will be given in order to illustrate 
and discuss the different options. 

Treatments involving separability 
First option. The first option, mentioned above, is to take the same 

transition state structure in the gas phase as in solution. This option is a valid 
approximation for those reactions where the chemical system-solvent interactions are 
very weak. It is also valid for some reactions, like the SN2 process between chloride 
anion and methyl chloride, where those interactions are strong. This option is valid 
for such reactions because of the symmetry of the process and the minimum 
interaction with the solvent at the transition state structure, due to the derealization 
of charge. As a matter of fact, Jorgensen and Buckner carried out condensed-phase 
simulations of the SN2 process and observed just a modest elongation of the C-Cl 
bond length, by ca. 0.05 Â, from the transition state structure in gas-phase to the 
transition state in solution (13). 

By means of the continuum model developed by Tomasi and coworkers (14), 

D
ow

nl
oa

de
d 

by
 N

O
R

T
H

 C
A

R
O

L
IN

A
 S

T
A

T
E

 U
N

IV
 o

n 
O

ct
ob

er
 2

6,
 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e:
 S

ep
te

m
be

r 
29

, 1
99

4 
| d

oi
: 1

0.
10

21
/b

k-
19

94
-0

56
8.

ch
01

2

In Structure and Reactivity in Aqueous Solution; Cramer, C., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1994. 



172 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

calculations were carried out on the SN2 process between fluoride anion and methyl 
fluoride. These calculations were based on the same transition state structure in 
solution as in gas phase (8a). The results are very similar to those obtained by 
Jorgensen and coworkers using a Monte Carlo methodology on chloride exchange 
(11,15). 

Second option. In the second option, the solvent effect is introduced along 
the gas-phase MEP. Examples of processes that can be treated accurately following 
this option are SN1 and Menshutkin reactions. In both processes there is a creation 
and separation of charge along the MEP, in such a way that the dipole moment of 
the system increases along the MEP. Consequently, the stabilization of the chemical 
system by the solvent also increases along the MEP, which produces an advance in 
the transition state structure location. 

Using the continuum model of Tomasi and coworkers (14), we studied the 
CH 3C1 dissociation process (16) and the Menshutkin reaction N H 3 + CH 3 Br (10). In 
the CH3CI dissociation process there is a transition state structure in solution, while 
in gas phase we obtained an energy profile increasing monotonically from reactants 
to the final products. This result is similar to the one obtained by Kim and Hynes 
in studying the t-BuCl dissociation in different solvents (17). This last study is 
carried out by means of two diabatic hypersurfaces corresponding to the ionic and 
the covalent state. This procedure allows to account for the mutual influence of the 
solute electronic structure and solvent polarization, both in equilibrium and 
nonequilibrium conditions. This last aspect of nonequilibrium solvent polarization 
leading to dynamic effects is totally absent in our CH3C1 dissociation study. 

The main results of the study of the Menshutkin reaction in several solvents 
with different polarities, turned out to be, on one hand, that the energy barrier 
decreased upon increase in solvent polarity, and, on the other hand, that the 
transition state structure was found earlier along the MEP. The polarization of the 
solute by the reaction field created by the solvent polarization is one of the most 
important aspects of the coupling between the solvent and the chemical system. This 
translates into an increase of the weight of the charge-transfer configuration versus 
its weight in gas phase. 

It is interesting to compare here the results above mentioned for this reaction 
with the explicit microsolvation with those obtained with the continuum model. In 
both models an advance of the transition state structure along the reaction coordinate 
and a decrease in the potential energy barrier is observed, those two effects being 
more pronounced when the continuum model is used (Rc=0.157 Â, AE*=8.1 
kcal/mol). 

Third option. In the third option, the transition state structure needs to be 
relocated in solution taking into account all the parameters of the chemical system. 
The first example we will discuss is the Friedel-Crafts alkylation reaction where the 
region of the transition state structure is the region of maximum polarity. For that 
reason the solvent effect will be especially important at the transition state structure 
and we might suspect that in solution it will be far away from the gas phase MEP 
(18). In order to reduce the computational time we modelled the Friedel-Crafts 
process by selecting a molecule of C H 4 as substrate and a molecule of HF as the 
alkylating agent. We studied both the uncatalyzed and the catalyzed process by B F 3 

(Tunon, I.; S ilia, E.; Bertrân, J. J. Chem. Soc. Faraday Trans., in press). A l l 
calculations were carried out at the HF/6-31+G level, using the continuum model 
developed by the group of Rivail (19). In this model especial attention is devoted to 
the electrostatic term, although, in the calculation of the cavitation energy 
hydrophobic effects are also considered to some extent. We directly located the 
stationary points on the potential energy hypersurfaces in solution by using the 
recently developed analytical derivatives of the electrostatic term (20). This reaction 
is a good example where the solute-solvent equilibrium hypothesis turns out to be 
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very adequate. This fact was illustrated with calculations using a discrete model with 
a reduced number of water molecules, where an analysis of the transition vector 
showed a very small participation of the solvent parameters. Given the maximum 
polarity of the system at the transition state structure, the solvent stabilization 
reaches a maximum that is, the transition state structure is precisely the point where 
the motion of the first shell changes from the contraction phase to the expansion one. 

In Table II the main intermolecular distances of the transition state structure, 
both in the gas phase and solution, are presented for the uncatalyzed and the two 
catalyzed reactions. The meaning of all these parameters is illustrated by the schemes 
shown in Figure 2. 

Table II Main internuclear distances (in Â) of the transition state structure, both in 
gas phase (ε=1) and solution (ε=78.4), for the uncatalyzed and the two catalyzed 
reactions 

Reaction ε(.) d, d 2 d 3 
d 4 d 5 

d« 

Uncatalyzed 1 
78.4 
78.4 (b) 

1.246 
1.212 
1.236 

1.253 
1.217 
1.275 

1.470 
1.574 
1.485 

1.459 
1.558 
1.442 

-
-

Bifunctional 
catalyzed 

1 
78.4 

1.198 
1.224 

1.217 
1.188 

1.614 
1.645 

1.555 
1.817 

1.478 
1.478 

1.487 
1.467 

Acid 
catalyzed 

1 
78.4 

1.198 
1.189 

1.202 
1.189 

1.675 
1.815 

1.656 
1.787 

1.531 
1.492 

(a) Dielectric constant, (b) Solvated MEP. 

The transition state structures for the uncatalyzed reaction, in the gas phase 
and in solution, are nearly symmetrical with regard to F-H and C-H bonds. The main 
difference is that in solution the F-H distances lengthen while the C-H distances 
shorten. In passing from the gas phase to solution the negative charge on the fluorine 
atom evolves from -0.68 to -0.81. Consequently, the weight of the ionic pair state 
of the wave function is significantly increased in solution. Taking into account both 
the nuclear and the electronic relaxation, the transition state structure in solution is 
clearly an ionic pair species. It is not surprising that the potential barrier in solution 
decreases 15 kcal/mol from its value in the gas phase. This transition state structure 
in solution is also very different from the one obtained by solvating the points of the 
gas-phase MEP without any condensed-phase reoptimization. The maximum of the 
energy profile of the solvated MEP is only slightly advanced on the reaction 
coordinate. From the internuclear distances shown in Table II, one can observe that 
the geometry of this last transition state structure is clearly asymmetric. The charge 
on the fluorine atom has changed from -0.81 for the case corresponding to relocation 
in solution to -0.75 for the solvated MEP case, while the barrier has increased 2.7 
kcal/mol. 

For the catalyzed reactions by BF 3 in gas phase, it has been shown that the 
Friedel-Crafts process takes place by two different mechanisms (21). While one of 
them corresponds to a traditional acid catalysis, in the other one the B F 3 acts as a 
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bifunctional catalyst. This last mechanism becomes to be the most efficient 
mechanism. The solvent effect in both catalyzed reactions has been introduced by 
means of the continuum model. From the internuclear distances given in Table II, 
one observes that the transition state structure for both catalyzed processes, in gas 
phase as well as in solution, present a nearly symmetric cyclic structure. In going 
from gas phase to solution, the B-F bonds shorten while the F-H bonds lengthen in 
both catalyzed processes, although those changes are smaller in the bifunctional 
catalyzed reaction. Also in both catalyzed mechanisms the formation of the B F 4 and 
C H 5

+ ions is more advanced in solution than in gas phase. The negative charge on 
the BF 4" group changes from -0.75 to -0.84 in the bifunctional catalysis and from 
-0.84 to -0.90 in the acid catalysis. The energy barrier of both mechanisms 
diminishes due to the solvent effect; however, this decrease is more dramatic in the 
acid catalysis. 

While in gas phase the bifunctional mechanism was the most efficient, as we 
have already stated, in solution the transition state structure for the acid catalysis is 
7.4 kcal/mol more stable and the acid mechanism becomes more efficient than the 
bifunctional one. In conclusion the solvent has changed the mechanism by which the 
catalyzed reaction proceeds as a consequence of the modification on the topology of 
the potential energy hypersurface. 

A similar result to the one, just discussed, for the Friedel-Crafts reaction, was 
obtained for the proton transfer through a water molecule between two oxygens 
atoms of an organic acid, in particular, formic acid. This chemical system reaches 
a maximum of polarity at the transition state structure. For that reason, when the 
solvent is introduced, the distances corresponding to the solute-solvent interactions 
attain a minimum and these parameters have no participation at all in the transition 
vector. This hypothesis was confirmed by a set of calculations carried out with a 
discrete representation of the solvent that consisted in adding just one other water 
molecule solvating the nascent hydronium ion (Andres, J.L; Lledos, Α.; Bertrân, J. 
submitted for publication), so both water molecules play a very different role. The 
first one is involved in the chemical system and the second one belongs to the 
solvation shell. Consequently, this is again a good example where it is valid to adopt 
the equilibrium hypothesis, and the continuum model can be used to introduce 
solvent effects. In order to understand this solvent effect, we present schematically 
in Figure 3, the transition state structure for the chemical system, both in gas phase 
and in solution where the solvent molecules are represented by the continuum model. 
From the internuclear distances shown in Figure 3, the greater separation between 
the H-COO and H 3 0 fragments in solution structure than in gas phase one, can be 
clearly observed. Moreover, the decrease of the O-H distances from 1.07 Â to 1.01 
Â indicates that the hydronium ion is more definitely formed in solution than in gas 
phase. This is also corroborated by the electronic charge on the H 3 0 group, which 
increases from +0.77 for the gas phase chemical system to +0.89 for the one in 
solution. At the same time, the dipole moment changes from 2.82 D to 5.45 D, 
which clearly shows that in solution the transition state structure is an ionic pair. 
One could think that the structure obtained in solution is a minimum on the potential 
energy hypersurface. However, it was characterized as a true transition state structure 
with one and only one imaginary frequency of 328 cm"1. Nevertheless, the value of 
this frequency has dramatically decreased from its value in the gas phase (1186 
cm 1). 

Treatments that do not assume separability 
From a strict point of view, the hypothesis of separability, which implies a 

conceptual partition of the global system into two sets of degrees of freedom (often 
the solute plus the solvent surrounding it), is always false for a chemical reaction in 
solution. Although in some cases, such as mentioned above, it can be employed as 
a practical assumption that provides a good enough approximation, for others is not 
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Figure 1. Transition state structure of the microsolvated cluster located 
without performing system-bath separation for the Menshutkin reaction, 
together with the main components of the transition vector. 

(c) >C. 

H 

Figure 2. Transition state structures of the Friedel-Crafts reaction: (a) for the 
uncatalyzed reaction, (b) for the bifunctional catalyzed reaction, and (c) for 
the acid catalyzed reaction. 

Figure 3. Transition state structures (distances in Â) for the proton transfer 
through a water molecule between two oxygen atoms in the formic acid, both 
in gas phase (ε=1) and in solution (ε=78.3) where the solvent molecules are 
represented by the continuum model. 
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acceptable at all. Many electron transfer reactions in solution are a typical example 
of chemical processes that belong to this last group. 

Electron transfer reactions are one of the most important reaction processes, and 
the elucidation of the molecular mechanism that regulates their rate is one of the 
most important problems in chemistry and biology. The key role of the solvent 
fluctuations in these reactions was recognized in the pioneering work of Marcus (22), 
who showed the importance of using free energy rather potential energy in order to 
understand the kinetics of electron transfers. His seminal theory, based on a 
macroscopic solvent continuum model, was originally developed for outer-sphere 
electron transfer reactions, in which no chemical bonds are broken or formed. One 
of the most fundamental achievements of Marcus' theory is the nowadays well 
known, widely used quadratic driving force-activation free energy Marcus' 
relationship (22a,b,e,23). The scenario is clearly different (and more complicated) 
for the inner-sphere electron transfer reactions, where both the solute and the solvent 
coordinates have a very significant weight in the definition of the reaction 
coordinate. On the basis of a Morse curve description of the solute internal potential 
energies and a dielectric continuum approximation for the solvent fluctuational 
reorganization, the separability between both degrees of freedom being assumed, 
Savéant (24) has recently devised a simple model for dissociative electron transfer 
reactions in polar solvents, in an attempt to extend the applicability of Marcus' 
relationship. These are reactions in which the transfer of the electron and the 
breaking of a bond are concerted processes, being a special kind of inner-sphere 
electron transfer reactions. With the aim to show that the separability hypothesis is 
not correct for dissociative electron transfer reactions, we have performed a 
microscopic Monte Carlo simulation of the electrochemical reduction of methyl 
chloride in water, to give methyl radical and chloride anion (Pérez, V. ; Lluch, J.M.; 
Bertrân, J. submitted for publication). 

To describe the electron transfer we have employed a diabatic two-state model 
consisting of the methyl chloride surrounded by the solvent plus an electron inside 
an electrode (precursor complex), and the methyl chloride anion immersed in the 
solvent, once the electron has already shifted from the electrode (successor complex). 
Assuming a classical frame (22d25), the radiationless electron transfer must take 
place at the S* intersection region of the diabatic potential energy hypersurfaces 
corresponding, respectively, to the precursor complex (H^,) and the successor 
complex (H s s). Random thermal fluctuations in the nuclear configurations of the 
precursor complex, involving the nuclear coordinates of both the solute and the 
solvent, occur until this S* region is reached, then the energies of both diabatic states 
becoming equal and the electron jump happening. The appearance of the proper 
fluctuations costs free energy. It is this free energy that determines the rate of the 
reaction. The electronic coupling integral between both diabatic states is supposed 
to be large enough for the reactants to be converted into products with unit 
probability in the intersection region, but small enough to be neglected in calculating 
the amount of internal energy required to reach S\ 

The energies of the Hpp and H s s diabatic hypersurfaces have been obtained by 
adding three kinds of pairwise additive potential functions: the solute internal 
potential energy, the solvent-solvent interaction, and the solute-solvent interaction. 
The first one is the potential corresponding to the gas phase reaction. In the absence 
of the solvent, the precursor complex consists of the methyl chloride plus an electron 
inside an electrode. Its energy is calculated as the sum of the methyl chloride energy 
and a constant value that represents the Fermi level energy of the electrode. This 
Fermi level energy has been chosen as the value that makes the reaction energy 
equal to zero in the gas phase. On the other hand, the successor complex in the gas 
phase is considered to be the methyl chloride anion in the electronic state that leads 
to the diabatic dissociation in chloride anion and methyl radical. From a set of ab 
initio electronic structure calculations, analytic functions to describe the solute 
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internai potential energy of the precursor and the successor complexes versus the 
dc.ç, interatomic distance corresponding to the bond that is broken, are obtained. For 
the sake of simplicity, the methyl group has been modeled by an unique interaction 
center, in such a way that this d ^ , parameter is enough to specify the solute 
geometry. 

For the water-water interactions the well-known ΉΡ4Ρ potential (26) has 
been used. The water-solute potential was described by means of coulombic 
interactions plus Lennard-Jones terms calculated between pairs of sites. 

Thermal fluctuations have been generated by means of the Monte Carlo method 
(27) in a system that includes the solute and 200 water molecules at T=298K. For 
each generated configuration the value AE=H S S-H p p has been calculated. Then, as is 
known, the parameter ΔΕ can be used as the reaction coordinate for the reaction 
(28) . The configuration space was partitioned into subsets S, each one being 
associated with a particular value ΔΕ 5 of the reaction coordinate ΔΕ. For practical 
purposes, the criterion |ΔΕ-ΔΕ 5 | <5 kJ/mol has been adopted to classify a given 
configuration as belonging to a subset S. We have identified the reactants' region 
(SR) with the most populated interval when the H p p potential is used. The intersection 
region S* corresponds to the interval centered at the value of ΔΕ 5 = 0 kJ/mol. As a 
matter of fact the S* is the dividing surface that appears in the conventional 
transition state theory. So, the free energy barrier Δ Ρ corresponds to the evolution 
from S R to S\ in such a way that the factor exp (-ΔΡ/kT) expresses the probability 
that the reaction system will be at the transition state S* relative to the probability 
of being at SR. Because of S* is characterized by the value ΔΕ 5=0 kJ/mol, and this 
value is the result of the balance between the energy terms associated to all the 
degrees of freedom, it is evident that no separation can be performed for this kind 
of reactions. To achieve a complete sampling of the configuration space, we have 
used a strategy developed by Warshel and coworkers (29) based on a mapping 
potential and statistical perturbation theory. 

As a direct result of the Monte Carlo simulation a free energy barrier of 
ΔΡ=82.2 kJ/mol was obtained. Note that this value comes from the ensemble of 
configurations belonging to the transition state, that is, to the dividing surface S*. An 
analysis of the geometrical features of the configurations corresponding to the 
transition state S can be achieved by doing a scanning of this ensemble versus the 
dc.c, distance. The corresponding histogram bars are shown in Figure 4. In the gas 
phase just the d ^ , distance is required to specify the geometry of the system. Then, 
the gas phase transition state structure corresponds to the crossing point between the 
two diabatic solute potential energy curves, appearing at 2.28 A. In solution, the 
successor diabatic solute potential energy curve (that implies charged species) is 
noticeably stabilizated due to the interaction with the polar solvent. Then the spread 
of C-Cl distances associated to the configurations of the transition state clearly 
appears at lower ο^. α values than the gas phase transition state structure. On the 
other hand, it has to be remarked that the existence in the present case of many 
configurations of S* with different geometry, but the same value of the reaction 
coordinate (ΔΕ5=0) is completely analogous to the appearance of many structures of 
the dividing surface arising from vibrations orthogonal to the MEP and centered at 
the saddle point for a normal chemical reaction in gas phase. The transition state 
structure for our dissociative electron transfer reaction could be defined as the lowest 
energy structure among all that belong to the transition state S\ However the 
definition of this structure has no relevance at all, because the numerical simulation 
provides directly the free energy barrier, the location of the transition state structure 
requiring additional work and being unnecessary. 

On the other hand, until now we have assumed that the transition state 
coincides with the S* region, where the electron transfer itself occurs. However, this 
is an assumption that corresponds to conventional transition state theory: that is, the 
transition state is supposed to appear for the value of the reaction coordinate (ΔΕ5=0) 
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Figure 4. Histogram bars corresponding to the scanning of the configurations 
belonging to transition state (S* region) in respect the d c . c , distance, for the 
electrochemical reduction of CH 3C1. 

that implies the maximum internal energy along it. Really, it has to be pointed out 
that, according the variational transition state theory, the bottleneck of the reaction 
can be located at a dividing surface different from S\ i.e., at a dividing surface that 
imposes a maximum of free energy (3). Unfortunately, in our electrochemical 
reduction of methyl chloride the statistical noise is somewhat too much large for 
slight displacement of the transition state along the reaction coordinate ΔΕ being 
detected. 

At this point it should be remarked that if we had incorporated the solvent effect 
by means of the continuum model along the methyl chloride and the methyl chloride 
anion gas phase diabatic curves (that is, introducing the solute-solvent separation in 
the way devised in the second option above), a transition state structure with just an 
unique d ^ , value would have appeared, due to the fact that the separation of 
coordinates had been assumed. Conversely, when the nongeometrical parameter ΔΕ 
is chosen to define the reaction coordinate within the Monte Carlo simulation, a 
transition state dividing surface involving a wide range of d c . c l values is obtained. 
The choice of this internal energy parameter to represent the reaction coordinate is 
particularly effective for studying reactions in condensed phases, since it permits to 
project easily a problem involving a huge dimensionality into a single dimension. 

To summarize, when the solvent coordinates intervene significantly in the 
reaction coordinate, the separation assumption not being valid, a nongeometrical 
parameter like ΔΕ can be a good and practical choice to define the reaction 
coordinate. 
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Conclusions 

In this paper we have shown, by means of the study of cluster reactions, the 
participation of solvent coordinates in the reaction coordinate. For that reason, it is 
questionable the separation between the internal solute coordinates and the external 
solvent coordinates. When the interaction between the chemical system and the 
solvent is weak, this separation is, clearly, a good approximation. However, in some 
cases, even if the solute-solvent interactions are strong the separation between 
internal solute coordinates and external solvent coordinates is still a valid 
approximation under certain conditions. 

Firstly, the chemical system-solvent separation can be introduced in the 
processes where the region of the transition state structure is the region of maximum 
polarity. Then at the transition state structure, the solvent stabilization reaches a 
maximum and the transition vector shows a very small participation of the solvent 
parameters. As an example of those kinds of processes, we have presented the study 
of the Friedels-Crafts reaction and the results of the proton transfer through a water 
molecule between two oxygens in formic acid. 

In the case of reactions involving charge transfer, as SN2 processes, or 
involving charge separation or creation, as Menshutkin reaction or SN1 processes, the 
separation can also be introduced. This fact is due to the strong coupling between 
the internal solute coordinates and the external solvent coordinates that takes place 
by means of the charge motion of the process. 

Finally, in the processes where both external solvent coordinates and internal 
solute coordinates have an important weight in the reaction coordinate, the separation 
assumption should not be used as we have shown in the dissociative electron transfer 
reaction of CH 3C1. 
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Chapter 13 

Probing Solvation by Alcohols and Water 
with 7-Azaindole 

F. Gai, R. L. Rich, Y. Chen, and J. W. Petrich1 

Department of Chemistry, Iowa State University, Ames, IA 50011 

The nonradiative pathways of 7-azaindole are extremely sensitive 
to solvent. In alcohols, 7-azaindole executes an excited-state 
double-proton transfer. In water, this tautomerization is 
frustrated. Proton inventory experiments suggest a concerted 
double-proton transfer in the alcohols and point to another 
nonradiative process in water. We propose the following 
idealized picture. Whereas at room temperature 7-azaindole can 
form a cyclic hydrogen-bonded intermediate with a single alcohol 
molecule facilitating tautomerization, in water more than one 
solvent molecule coordinates to the solute and thus prohibits the 
concerted process. More detailed measurements, however, 
indicate that water and alcohols do not solvate 7-azaindole in 
fundamentally different ways, but rather that they represent two 
extremes of the same phenomenon. 

7-Azaindole (Figure 1) is the chromophoric moiety of the nonnatural amino 
acid, 7-azatryptophan. Recently, we have proposed 7-azatryptophan as an 
alternative to tryptophan as an optical probe of protein structure and dynamics 

Gai , Ε; Rich, R. L . ; Petrich, J. W. J. Am. Soc. Chem. in press). 
7-Azatryptophan can be incorporated into synthetic peptides and bacterial 
protein (1,2, Smirnov, Α. V ; Rich, R. L . ; Petrich, J. W. Biochem. Biophys. Res. 
Commun., in press; Rich, R. L . ; Gai , F.; Lane, J. W.; Petrich, J. W.; 
Schwabacher, A . W. J. Am Soc. Chem., in press). Its steady-state absorption 
and fluorescence spectra are sufficiently different from those of tryptophan that 
selective excitation and detection may be effected. Most important for its use 
as an optical probe, however, is that the fluorescence decay for 7-azatryptophan 
over most of the p H range, when emission is collected over the entire band, is 
single exponential. For tryptophan, on the other hand, a nonexponential 
fluorescence decay is observed (Chen, Y. ; Gai , F.; Petrich, J. W. J. Phys. Chem., 
in press). The potential utility of 7-azatryptophan as an optical probe suggests 
a thorough investigation of the photophysics of its chromophore, 7-azaindole, in 

1Corresponding author 

0097-6156/94/0568-0182$08.00/0 
© 1994 American Chemical Society 
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13. GAI ET A L . Probing Solvation by Alcohols & Water with 7-Azaindole 183 

order to characterize its fluorescence properties and to elucidate its pathways 
of nonradiative decay. 

7-Azaindole has undergone considerable study in nonpolar solvents (6,9-
13). Kasha and coworkers (9) discovered that 7-azaindole can form dimers that 
undergo excited-state tautomerization (Figure la). It has also been 
demonstrated that excited-state tautomerization occurs for 7-azaindole in 
alcohols (6,11-13). In alcohols the fluorescence spectrum of 7-azaindole is 
bimodal. In methanol, for example, the maximum of the higher energy band is 
at 374 nm and that of the lower-energy band is at 505 nm. The former band 
arises from the so-called "normal" species that decays into the latter band by 
double-proton transfer. In alcohols, the tautomerization or double-proton 
transfer reaction has been traditionally depicted (Figure lb) as being mediated 
by one solvent molecule, which forms a cyclic complex with the solute. In water, 
on the other hand, significantly different behavior is observed as illustrated by 
the fluorescence emission with a single maximum at 386 nm and the single-
exponential fluorescence decay when emission is collected with a wide band
pass, 910 ps (4-6). 

The aims of this article are to investigate the apparent difference 
between alcohols and water on the excited-state reactivity of 7-azaindole and to 
obtain more detailed information on the nature of the tautomerization process. 

Solvation of 7-Azaindole in Water 

7-Azaindole exhibits a single-exponential fluorescence decay of 910 ± 10 ps in 
water at neutral pH and 20°C if emission from the entire band (Xem £ 320 nm) 
is collected (4-6). The fluorescence decay, however, deviates from single 
exponential if emission is collected with a limited bandpass. For Xtm z 450 nm, 
a single exponential does not provide a satisfactory fit. An acceptable fit is 
obtained using two exponentially decaying components and indicates that about 
20% of the fluorescent emission decays with a time constant between 40 to 
100 ps (depending on the full-scale time base chosen for the experiment). A 
component with a 70-ps decay time is also detected in the transient absorbance 
of 7-azaindole in water (3). There is no such rapid component in the 
fluorescence decay or the transient absorption of the 7-methyl- and 1-methyl-
derivatives of 7-azaindole (3,4). We have thus attributed this rapid component 
to a small population of 7-azaindole molecules that undergo excited-state 
tautomerization. For the duration of the discussion, we shall refer to this 
transient as the 70-ps component because it is more clearly resolved in the 
transient absorption measurements (3). 

The 910 ps component that is resolved for kcm ^ 450 nm or when 
emission is collected over the entire band is attributed to the majority of the 
7-azaindole molecules that are not capable of excited-state tautomerization 
because they exist in a "blocked" state of solvation (Figure lc). This assignment 
will be described in more detail below. 

When kcm £ 505 nm, the fluorescence decay can be fit to the form F(t) = 
-0.69 exp(-t/70 ps) + 1.69 exp(-t/980 ps). The long-lived component is observed 
to lengthen from 910 to 980 ps. This lengthening of the lifetime at long 
emission wavelengths was reported earlier (6), but no significance was drawn to 
it. If the rise time of the fluorescence emission can be attributed to the 
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13. GAI ET AL. Probing Solvation by Alcohols & Water with 7-Amindole 185 

appearance of tautomer, then for £ 505 nm 10.69/1.691 ~ 0.40 is the 
fraction of tautomer present. The rest of the emission arises from 7-azaindole 
molecules incapable of tautomerization and characterized by a 910 ps lifetime. 
Thus, 980 ps represents the weighted average of 910 ps and a longer lifetime, 
namely - 1100 ps. This decay time is identical to that of protonated (pH < 3) 
7-azaindole (4). 

Comparison of 7-Azaindole in Water and Alcohols 

At ambient temperature, the fluorescence decay of the normal band of 7-
azaindole (commercially-available or purified) in alcohols can always be fit well 
by a single exponential plus a small amount of longer-lived component. 
Figure 2 illustrates the increase in the magnitude of this long component with 
decreasing temperature for 1-butanol. The amplitude of the longer-lived 
component increases from about 5% at 20°C to about 44% at -6°C. This result 
renders the assignment of this component in alcohols to an impurity untenable. 
Assuming that the extinction coefficient and the radiative rate of a putative 
impurity are relatively insensitive to temperature, such a large change in the 
amplitude is unlikely. The longer-lived component is predominant in 
polyalcohols even at 20°C: ethylene glycol, F(t) = 0.31exp(-t/141ps) + 
0.69exp(-t/461ps); and propylene glycol, F(t) = 0.31exp(-t/197ps) + 0.69exp(-
t/816ps). This longer-lived component is taken as evidence for the presence of 
a blocked state of solvation in alcohols such as has been already discussed for 
water (Chen, Y.; Gai, F.; Petrich, J. W. Chem. Phys. Lett., submitted). 

Application of the Proton Inventory to the Nonradiative Process in 7-Azaindole 

7-Azaindole in Methanol. The isotope effect on proton transfer reactions is 
rarely a linear function of solvent deuterium content. Gross and Butler 
explained this phenomenon by noting that either the H / D composition in the 
proton site can be different with respect to the solvent or more than one proton 
is in flight during the rate-limiting step (14). The Gross-Butler equation (below) 
relates the rate of the process in the predated solvent, 1̂ , to the rate in a 
solution of mole fraction η of the deuterated solvent and to all the protons in 
the reactant and transition states involved: 

ν 
Π (Ι-η+ηφ*) 

ι— 
Π (Ι-η+ηφ*) 
i 

where ν is the total number of protons involved. The φΎ,κ are the fractionation 
factors in the transition and the reactant states, respectively, φ is the ratio of 
the preference in a site in a molecule for deuterium over protium relative to the 
preference for deuterium over protium in a solvent molecule (14). In other 
words, φ is the equilibrium constant for the generalized reaction: X H + ROD 
* XD + ROH. It is customary in most analyses to take φκ = 1 for an NH or 
an O H site, as indicated above. (These φκ are for the ground state. In order to 
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186 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

TIME (ns) 

Figure 2. Fluorescence decay of the normal band of 7-azaindole in 1-
butanol as a function of temperature (320 nm < kcm < 460 nm): (a) F(t) 
= 0.95exp(-t/234 ps) + 0.05exp(-t/1818 ps); (b) F(t) = 0.92exp(-t/280 ps) 
+ 0.08exp(-t/1406 ps); (c) F(t) = 0.83exp(-t/329 ps) + 0.17exp(-t/916 ps); 
(d) F(t) = 0.56exp(-t/360 ps) + 0.44exp(-t/760 ps). Because the full-scale 
time base for the photon-counting measurement is only three nanoseconds, 
an accurate determination of the duration of the longer-lived component 
is difficult. 
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apply them directly to our problem, we must assume that the φκ are identical 
in the excited state. We have considered this possibility elsewhere (8).) 

The downward bulging curve for 7-azaindole in methanol (and in ethanol 
(8)) (Figure 3) is such that a plot of (Ι^/Ις,)* vs η yields a straight line. This 
result suggests that only two protons are involved in the excited-state 
tautomerization of 7-azaindole in alcohols. This result is also consistent with 
the "cyclic complex" of 7-azaindole and alcohol (Figure lb) that has been 
traditionally assumed to be required for the tautomerization to proceed. 

7-Azaindole in Water. The downward bulging of the curve obtained for 
7-azaindole in H 2 0 / D 2 0 mixtures suggests that more than one proton is 
involved in the transition state of the nonradiative deactivation process. Fitting 
kjj/ko vs η to a quadratic model (i.e., a two-proton process) gives imaginary φ Υ 

for the data in water (φτ = 0.43 ± i0.30). Imaginary φΎ can be obtained when 
there are two or more competing parallel pathways and if at least one of the 
transition states involves at least two protons (14). We have, however, argued 
elsewhere (3-5,8) that not more than 20% of the 7-azaindole population in 
water is capable of executing double proton transfer and that this process can 
be observed only under conditions of sufficient wavelength and time resolution 
(3,4). In fact, double proton transfer of 7-azaindole in water is a minor 
nonradiative pathway compared to monophotonic ionization (3,7, Chen, Y.; Gai, 
F.; Petrich, J. W. J. Phys. Chem., in press). The failure of the quadratic model 
to fit the proton inventory data coupled with the previous evidence against the 
importance of excited-state tautomerization in water argue against a concerted 
two-proton process in this solvent. (If two protons are being transferred by 7-
azaindole in water, they are not transferred conceitedly between Nl and N7). 

For the sake of simplicity and because of experimental precedent with 
another system, we discuss the proton inventory data of 7-azaindole in water as 
a three-proton process. This three-proton process involves the abstraction of 
hydrogen from Nt by a coordinated water molecule. 

For the three-proton process shown in Figure Id, the data in Figure 4b 
yield an excellent fit to the equation kjko = ( 1-n+0.48n)( 1-n+0.69n)2. 
Furthermore, a plot of (kn/kj* vs η does not yield a straight line, which is 
inconsistent with a concerted two-proton process as observed in the alcohols. 

Wang et al. observed essentially identical behavior in ribonuclease (14). 
In this enzyme there is an isomerization between two of its conformations that 
are characterized by pKa>8 and pKa=6.1. These workers measured a solvent 
isotope effect of 4.7 ±0.4. Their proton inventory measurements were best 
described by the relation ̂ /K ~ (l-n+0.46n) (l-n+0.69n)2. They assigned the 
rate-limiting step in this isomerization to proton transfer to a water molecule 
from the protonated imidazole group of a histidine (14). Within experimental 
error, the proton inventory rate parameters for 7-azaindole in water are 
identical to those for the isomerization of ribonuclease. In both cases, the 
shuttling of a proton from nitrogen to a water molecule is proposed to be the 
rate-determining step. 

A fundamental assumption made in deriving the Gross-Butler equation 
is that the rate of H / D exchange between the solute and the solvent is 
significantly greater than the rate of proton transfer being investigated. In other 
words, the decay of the entire reactant population must be characterized by a rate 
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1.0 

0.8 
Ο 

J= 0.6 

0.4 

0.2 ι 
0.0 0.2 0.4 0.6 0.8 1.0 

n; Mole Fraction MeOD 

i.ol ν b 

0.8 -
ο 

c 0.6 -
J* 

0.6 -

0.4 -

0.2 J 
0.0 0.2 0.4 0.6 0.8 1.0 
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Figure 3. (a) Ratio of tautomerization rate of 7-azaindole in MeOH, ko» 
to that in a mixture of protiated and deuterated methanol that is mole 
fraction, n, in MeOD, 1 .̂ The open circles represent k , , / ^ vs n. The solid 
line through the data represents the fit assuming a two-proton process with 
ΦΎ = 0.62. Directly above is plotted the straight line that would result from 
a one proton process, i.e., the average of k̂ , and kt weighted by the 
respective mole fractions of protiated and deuterated solvents (19). The 
open squares represent (Is^/IQ^ vs n. The linearity of this plot verifies the 
two-proton process in methanol, assuming the validity of the Gross-Butler 
equation, (b) Proton inventory data for 7-azaindole in H 2 0 and D 2 0 at 
20°C. The open circles represent l^/kç, vs n. The pH at η = 0 is 6.8. The 
solid line through these data represents the fit assuming a three proton 
process: kjl^ = (1 - η + 0.48 n)(l -η + 0.69 η) 2 . The straight line plotted 
directly above is the result expected for a one-proton process. The open 
triangles represent (k^/kj* vs n. The solid line through the open triangles 
is only meant to guide the eye. This plot deviates significantly from the 
straight line just above it. Hence, the proton inventory data in water are 
different from those in the alcohols. Assuming the validity of the Gross-
Butler equation, the water data are inconsistent with a two-proton process. 
In all cases, the error bars lie within the symbols. 
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constant that does not change with time; that is, first-order decay kinetics must be 
obtained. If solvent exchange is not rapid, then the observed decay is a 
superposition of the decays of the individual isotopically substituted species. For 
the case of 7-azaindole, at least four individual rate constants may be involved 
(see below). In practice, it is often very difficult to distinguish experimentally 
between genuine first-order kinetics, which are characterized by a single 
exponential decay time, and the superposition of several single-exponential 
decays characterized by different time constants. For this reason, we have 
presented (8) several different methods of analyzing the 7-azaindole data 
(Table I). 

In order for application of the Gross-Butler equation to the excited-state 
process of 7-azaindole to be valid, we require that 7-azaindole exchange its N t 

ligand with solvent protium or deuterium much faster than the actual 
tautomerization reaction depicted in Figure lb. Since the fluorescence lifetime 
of 7-azaindole in the solvents used here ranges from 140 to WO ps, an 
appropriate time constant for ligand exchange with the solvent would be a few 
picoseconds. Such a rapid exchange seems unlikely. NMR measurements of 
ground-state indoles indicate that Nt exchanges its proton on a time scale of 
seconds with the solvent (20). The strong likelihood of slow exchange in the 
excited state requires us to consider the kinetics in more detail. 

The Criteria for a Concerted Reaction. Figure 4 presents the four cases 
that may arise if two protons are involved in the deactivation of excited-state 
7-azaindole. In Figure 4, the reactants and products are denoted A and D, 
respectively. Β and C denote intermediates that would exist if the excited-state 
tautomerization of 7-azaindole proceeded by either the stepwise pathway ABD 
or ACD involving first the breaking of the N r H bond and then the formation 
of the N r H bond, and vice versa. Given such a reaction scheme, in order to 
demonstrate that the tautomerization is a concerted process, it is necessary, but 
not sufficient, to show that k™ = k D H and that k™ = (k^k 0 0 )* This latter 
criterion is referred to as "the rule of the geometric mean." Use of the Gross-
Butler equation assumes the applicability of the rule of the geometric mean. 
This relationship is very restrictive and demands that many requirements be 
satisfied (8,16). For the examples illustrated in Figure 4, one of the most 
important of these requirements is that for the concerted double-proton transfer, 
the secondary isotope effect at the N 7 (or Nt) site is equal to the primary 
isotope effect at the N t (or N7) site. We shall also see that in order for this 
relationship to be satisfied, the reaction must be "symmetric"; that is, the rate 
constants for the decay of the intermediate Β (or C) to A and D must be equal. 

The significance of the rule of the geometric mean is that if there is a 
concerted reaction, both protons must be Hin flight" in the transition state. 
Under these circumstances and in the absence of other effects such as tunneling 
(16) , one thus expects the multiple sites in a single transition state to behave 
independently with respect to isotopic substitution. 

The Nonradiative Process of 7-Azaindole in Water. Glasser and Lami 
(17) and Wallace and coworkers (18) have discussed the importance of fission 
of the NH bond as a nonradiative process in gas phase indole. Barkley and 
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190 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

Figure 4. Excited-state tautomerization reactions for each of the four cases 
of isotopic substitution considered in the text. L = H or D. The paths 
ABD and ACD represent stepwise processes where Β and C are distinct 
intermediates. 

i 
Table I 

Rate Constants for Proton Transfer Steps" 

rate constant 
(s"1 χ ΙΟ"9) 

MeOH/MeOD EtOH/EtOD H 2 0 / D 2 0 

kHH 7.19 ± 0.10 5.43 ± 0.08 1.13 ± 0.02 
kDD 2.74 ± 0.04 1.93 ± 0.02 0.31 ± 0.01 

(k H H k D D )* 4.43 ± 0.05 3.24 ± 0.03 0.59 ± 0.01 
jjHD.b 4.42 ± 0.06 3.25 ± 0.02 
kDH,b 4.59 ± 0.04 3.27 ± 0.02 
kHD,c 4.29 ± 0.11 3.24 ± 0.09 0.48 ± 0.02 

a Fluorescence lifetime measurements from which the rate constants were 
obtained were performed at 20 °C. 
b Obtained from equations 18 and 19 of reference 12. Because this method 
requires fitting the data to a double-exponential fluorescence decay, the 
corresponding rate constants could not be determined for water, where a single 
exponential is sufficient to describe the decay curves. 
c Obtained from equation 22 of reference 12. This method of analysis assumes 
that k H D = k D H . The values cited are for η = 0.5. If η = 0.2, then for 
MeOH/MeOD and EtOH/EtOD, k™ is 4.14 χ 109 s"1 and 3.18 χ 109 s"\ 
respectively. If η = 0.7, then for MeOH/MeOD and EtOH/EtOD, k H D is 4.18 
χ 109 s'1 and 3.37 χ 109 s'1, respectively. 
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coworkers (19) have performed detailed investigations of the deuterium isotope 
effect on the photophysics of tryptophan, indole, and some of their derivatives. 
They have proposed at least six different mechanisms to explain the isotope 
effect ranging from photoionization, hydride transfer from the NH, proton 
transfer from the solvent to the ring, solvent mediated NH exchange, 
tautomerization resulting in NH abstraction, and exciplex formation. 

We propose that the isotope effect observed in indole derivatives can be 
rationalized by the same mechanism that we illustrate for 7-azaindole in 
Figure Id. We suggest that in indole this process is much less efficient because 
there is no N 7 nitrogen coordinated with a solvent proton. Such an interaction 
could establish a partial positive charge on N 7 that would help to stabilize the 
negative charge generated on Nt. 

The Origin of the Isotope Effect. Finally we must comment on the origin 
of the isotope effect. In large part because of the rapid (1.4 ps) tautomerization 
observed in dimers of 7-azaindole (10), the tautomerization of dilute solutions 
of 7-azaindole in alcohols has been discussed in terms of a two-step process (11-
13). The first step involves obtaining the correct solvation of the solute by the 
alcohol; the second step, double-proton transfer. The interpretation of our 
isotopic substitution experiments depends on whether the two-step model is 
appropriate and, if it is, whether the solvation step is slow, fast, or comparable 
to tautomerization. If the rate-limiting step in the double-proton transfer 
reaction is the formation of the cyclic complex, then the isotope effects we 
discuss above require reinterpretation. Additional experimental and theoretical 
work is necessary in order to answer this question definitively. For the moment, 
we suggest that if solvation were the rate-limiting step in the excited-state 
tautomerization of 7-azaindole in alcohols, it would be extremely fortuitous that 
the rule of the geometric mean holds (Table I). In addition, dimers of 
7-azaindole may not be an appropriate paradigm for the tautomerization of the 
7-azaindole-alcohol complex. For example, Fuke and Kaya (20) observe that 
in supersonic jets the rate of excited-state double-proton transfer of 7-azaindole 
dimers is 10 s"1, while in dimers of 1-azacarbazole and in complexes of 7-
azaindole with 1-azacarbazole the rate is 109 s"1. The reduction in rate by a 
factor of 103 is initially surprising given the very similar hydrogen bonding in the 
three types of complexes. It is therefore most likely premature to assume that 
tautomerization in a 7-azaindole complex occurs as rapidly as in a 7-azaindole 
dimer. Fuke and Kaya suggest that detailed considerations of the coupling of 
proton motion with intermolecular vibrational motion are required in order to 
predict the rate of such tautomerization reactions (20). 

Figure 5 presents a plot of the time constant for excited-state proton 
transfer in 7-azaindole at 20°C against p K ^ for a wide range of solvents. K a u t o 

is the equilibrium constant for autoprotolysis and characterizes both the proton 
accepting and proton donating abilities of a solvent (S) for the reaction: 2SH 

S H 2

+ + S " (21). The correlation is exceptionally good, especially when one 
considers that previous correlations attempted between the proton transfer times 
and viscosity or polarity (Ej{30)) are strongly dependent upon the molecular 
structure of the solvent (e.g., primary as opposed to secondary alcohols or 
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Figure 5. Correlation of the time constant for excited-state tautomerization 
of 7-azaindole in various solvents with pK,^ . (1) 2,2,2-trifluoroethanol; 
(2) water; (3) ethylene glycol; (4) methanol; (5) propylene glycol; (6) 
ethanol; (7) 1-propanol; (8) 1-pentanol; (9) 1-butanol; (10) 2-propanol; (11) 
2-methyl-l-propanol; (12) 2-butanol; (13) 2-methyl-2-propanol. For 2,2,2-
trifluoroethanol, the pIQ^o is estimated from the p i ^ . 
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polyalœhols or water) and in general are quite scattered (15,22). The linear 
free energy relation presented in Figure 5, however, comprises very disparate 
kinds of solvents. Even water fits well into this relationship. This correlation 
is consistent with the requirement of a cyclic solute-solvent complex for excited-
state tautomerization and with the proton-transfer event being the rate-limiting 
step. The larger the autoprotolysis constant (the smaller the pKaU t o)» the easier 
it is for the solvent to accept a proton from Nj and to donate a proton to N 7 . 

Summary and Conclusions 

Recently two related studies of 7-azaindole in water have been performed. 
Chou et al. (23) investigated 7-azaindole in mixtures of water and aprotic 
solvents. Small additions of water to polar aprotic solvents produced 
tautomer-like emission. They proposed that excited-state tautomerization is 
possible only when there are significant concentrations of 1:1 complexes of 
7-azaindole and water. They further proposed that in pure water the formation 
of higher-order aggregates inhibits tautomerization during the excited-state 
lifetime. 

Chapman and Maroncelli have studied 7-azaindole fluorescence in water 
and in mixtures of water and diethyl ether (22). They too observe long-
wavelength, tautomer-like emission at low water concentrations. In pure water 
they also observe a rapid rise time at long wavelengths. They, however, take a 
different point of view, namely that excited-state tautomerization occurs for the 
entire 7-azaindole population in pure water and that the 7-azaindole 
fluorescence lifetime is dominated by this reaction. Using a two-state kinetic 
model in conjunction with steady-state spectral data they conclude that the rapid 
rise time is associated with the nonradiative decay rate of the tautomer. They 
propose that the longer, ~ 900 ps, decay time of the entire emission band is a 
measure of the tautomerization rate. Their scheme requires that the 
nonradiative decay rate of the tautomer is greater than the rate of 
tautomerization. They estimate that the rate of tautomerization is 1.2 χ 109 s"1. 

Our observations and conclusions more nearly approach those of Chou 
et al., although there is a small population of 7-azaindole molecules that do 
tautomerize in addition to the majority of the population in which this reaction 
is frustrated. That the fluorescence lifetime of 7-azaindole is not dominated by 
excited-state tautomerization is demonstrated by the observation of three 
distinct fluorescence lifetimes: ~ 70 ps, the normal decay time; ~ 980 ps (i.e., 
1100 ps (4)), the tautomer decay time; and 910 ps, the decay time of the 
blocked solute. Further evidence is provided by the spectral inhomogeneity of 
the emission band (4). Our major conclusions concerning water can be 
summarized as follows: 

Only a small fraction («C 20%) of 7-azaindole molecules in pure water 
are capable of excited-state tautomerization on a 1-ns time scale. 

The majority of the 7-azaindole molecules are solvated in such a fashion 
that tautomerization is blocked. More than 10 ns (4) are required to achieve 
a state of solvation that facilitates tautomerization, that is, to convert the 
"blocked" species into a "normal" species. 
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No significant emission intensity is observed for 7-azaindole in water at 
510 nm because so little tautomer is produced and because the tautomer that 
is produced is rapidly protonated and has an emission maximum at ~ 440 nm. 

Most importantly these results clarify the photophysics of 7-azaindole for 
use as the intrinsic chromophore of the probe molecule, 7-azatryptophan. In 
particular, the minor amount of tautomerization will contribute to the decay 
kinetics only if emission is collected at wavelengths red of 505 nm or with a 
relatively narrow spectral bandpass (with adequate temporal resolution). This 
is not a serious restriction since experiments are not likely to be performed with 
such spectral resolution owing to the low fluorescence intensity. When emission 
is collected over a large spectral region and on a full-scale time base coarser 
than 3 ns, the tautomerization reaction is imperceptible. On the other hand, the 
appearance of long-wavelength emission of a protein containing 7-azatryptophan 
in water would definitely signal a change of environment that facilitates 
tautomerization. 

By analogy with the types of solvation possible in water, we propose that 
the long-lived fluorescence decay component observed for 7-azaindole in 
alcohols can be understood by attributing it to a "blocked" form of solvation. 
In other words, alcohols and miter represent different extremes of solvation; but in 
neither case is excited-state tautomerization completely permitted or completely 
prohibited. Similar blocked states of solvation have been observed in argon 
matrices at 10 Κ for the much studied model of excited-state proton transfer, 3-
hydroxyflavone (24). The groups of Barbara (25), Kasha (26), and Harris (27) 
have discussed the importance of intermolecular hydrogen bonding, cyclic 
hydrogen-bonded complexes with one solvent molecule, and doubly solvated 
hydrogen bonded complexes. 

We have performed the first application of the proton inventory 
technique to an excited-state process. The data suggest that the excited-state 
tautomerization of 7-azaindole in alcohols proceeds by a concerted, two-proton 
process that is consistent with the structure of the cyclic solute solvent complex 
presented in Figures la,b. (The data, however, do not prove the existence of 
a cyclic complex of one solvent molecule with the solvent. There is the 
possibility that the double proton transfer involving Nj and N 7 occurs via two 
different alcohol molecules that interact with each other sufficiently strongly to 
effect the concerted reaction.) These proton inventory experiments provide 
further evidence to support the model (Figure lc) of 7-azaindole being solvated 
by water in such a way that double-proton transfer—as it occurs in alcohols at 
room temperature—is negligible. 
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Chapter 14 

Theoretical Models of Anisole Hydrolysis 
in Supercritical Water 

Understanding the Effects of Pressure on Reactivity 

Susan C. Tucker and Erin M. Gibbons 

Department of Chemistry, University of California, Davis, C A 95616 

Electrostatic contributions to the free energies of activation for the title 
reaction in supercritical water are calculated as a function of pressure. 
The calculations model the solvent as an incompressible fluid having a 
pressure dependent dielectric constant. A number of implementations 
of this model, both with and without solute polarizability, are consid
ered and contrasted. The calculated equilibrium solvation effects are 
found to adequately explain the experimentally observed pressure de
pendence of this reaction. However, an effective local dielectric which 
differs significantly from the bulk value for supercritical water must 
be invoked to obtain agreement between theory and experiment, in
dicating that there is a large degree of solvent-solute clustering for 
this reaction. Additionally, the free energies of solvation, and hence 
the solvent-solute interactions, are found to depend strongly on re
action coordinate position. These results raise questions about the 
importance of reaction path dependent clustering on the free energy 
of activation and solute reactivity. 

Supercritical water provides a unique solvent environment because significant 
changes in its solvating properties may be effected by modest changes in ther
modynamic conditions. Supercritical water (SCW) thus provides the basis for a 
number of industrial processes, from SCW extraction (1) to the oxidative destruc
tion of hazardous wastes (2). More recently, SCW has been proposed as a medium 
for selective synthetic chemistry (8,4). Prom a more fundamental point of view, 
SCW is important because it enaoles one to study the effect of changing solvent 
properties while the underlying chemical interactions remain fixed. 

Recent experiments in the vicinity of, but not at, the critical point have shown 
that in SCW heterolytic reactions are favored at higher pressures and lower tem
peratures, while homolytic free radical processes are tavored at lower pressures and 
higher temperatures (3-6). It has been proposed that the increased predominance 
of neterolytic reaction products with increasing pressure is correlated with the in
crease in the SCW ion product Ky with pressure ($). It is reasonable to attribute 
these observations to an increase in the microscopic kinetic rate constants for het
erolytic reactions (and a corresponding decrease in those for homolytic reactions) 
with the increasingly ionic character of the solvent. In fact, it has been proposed 
that changes in electrostatic interactions due to known variations in SCW's static 

0097-6156/94/0568-0196$08.00/0 
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dielectric constant with pressure may be an important cause of these observed 
rate variations (7,8). Here we provide a test of these ideas. 

The rate of the (heterolytic) hydrolysis of anisole in SCW has been studied 
experimentally and found to increase with pressure, as suggested above (4,9). In 
the present study, we examine the effect of changing electrostatic interactions on 
the rate of this reaction in order to determine whether these effects can explain 
the experimentally determined pressure dependence of the rate. In particular, we 
examine the electrostatic contribution to the free energy of solvation along the 
reaction coordinate for this reaction, as the free energy of solvation determines 
the free energy of activation profile for the solvated reaction system. From the 
free energy ofactivation, we determine the equilibrium solvent effects on the rate 
of this reaction. Because the hydrolysis of anisole involves two neutrals evolving 
into two ions in a polar medium, it is reasonable to expect that electrostatic 
interactions will dominate the solvent effects. Additionally, in this initial study 
we neglect nonequilibrium solvent effects due to the frequency dependence of the 
orientational polarization, as these effects are expected to produce a linear, rather 
than an exponential, variation in the rate (10). 

Here we model SCW as a continuum fluid characterized solely by its dielectric 
constant; yet, it is well know that reactivity in SCW differs from reactivity in or
ganic solvents of similar polarity under standard conditions. While it may appear 
that this simple model must therefore miss the essential physics of reactivity in 
SCW, this is not true. First, perhaps the most important, but least exotic, reason 
for the appearance of novel reaction mechanisms in SCW is accounted for within 
this simple model—the elevated temperature. An energetic barrier to reaction 
which is prohibitively high at room temperature, say ~ 100 kT, will become ef
fectively half as high, ~ 46 kT, at the critical temperature of water, allowing the 
reaction to occur, second, SCW differs from typical low polarity organic solvents 
in that it is a hydroxy lie solvent. Since the simple dielectric model does not ac
count for hydrogen bonding effects, it is not an appropriate model for comparing 
reactivity in SCW (or any other hydroxy lie solvent) with reactivity in aprotic 
solvents. In contrast, this simple model does provide a useful tool for comparing 
reactivity in SCW at different pressures/polarities, since SCW is hydroxylic at all 
pressures, and hence the neglected molecular effects should approximately cancel. 
Third, unusual reactivities are observed in SCW in part because reactant solubil
ities in SCW are different than they are in more conventional solvents. For the 
hydrolysis reaction considered here, SCW provides one of the reactants at high 
concentration—something not possible in many organic solvents. 

In addition to the factors just given, SCW solutions exhibit two unique be
haviors which may be important in determining the pressure dependence of the 
reaction rate. First, there is growing evidence that solvent-solute clustering oc
curs in SCW and other supercritical fluid solvents, due to the large isothermal 
compressibility of these solvents (8,11,12). Solvent-solute clustering means that 
the solvent density in the vicinity of the solute will be, on average, higher than the 
bulk density, and as a result the solute will be surrounded by a region having a 
higher dielectric constant than that of the bulk solvent. As a result, the variation 
in the electrostatic solvent effects with pressure may track a local static dielectric 
constant which is larger than the bulk dielectric constant (8,18,14)- In addition, 
the degree of this clustering may vary along the reaction path, especially in the 
charge separation reaction considered here. Such a variation would cause the lo
cal dielectric constant, and hence the solvent-solute electrostatic interactions, to 
also vary along the reaction path. Free energy differences along the reaction path 
would thus be further altered from those for the reacting solute in an incompress
ible dielectric. Entropie effects, which make a contribution to the electrostatic 
free energy of solvation in the work required to reorient the solvent dipole den
sity (15), would also be altered by variation in clustering along the reaction path. 
Specifically, there would be an additional loss of entropy along the reaction path if 
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the solvent clustering increases along the reaction path. This entropie effect is not 
incorporated into standard electrostatic free energy calculations which assume an 
incompressible continuum fluid. The second important behavior which has been 
proposed to occur to an unusually large degree in SC fluids is solute-solute clus
tering (16). Hence it is possible that as the ion product Kw of SCW increases, 
protons from dissociated water molecules may be found near the reacting solute 
more frequently than random statistics would predict, thus allowing for an acid 
catalyzed mechanism. Although such a mechanism has been proposed to explain 
the pressure dependence of the hydrolysis of 2-methoxynapthalene (1?), we do 
not consider this catalyzed mechanism in the present work. Also, recent mixed 
quantum mechanical/molecular mechanical simulations of the benzene dimer in 
SCW show no evidence of enhanced solute-solute clustering (IS). 

We first discuss the experimental data for anisole hydrolysis in SCW. Next 
we describe the reaction path energetics calculated for the gas phase reaction. 
We then consider the solution phase energetics, calculated via incompressible, 
continuum solvation models. We compare the free energies of solvation from 
various continuum models in order to gauge the reliability of our results and to 
explore the importance of solute polarization. The results from our most reliable 
model are then used to determine the free energy of activation curve for the 
title reaction as a function of the solvent dielectric constant. We then estimate 
the dependence of the solute rate constant on solvent dielectric constant and, by 
comparison with experiment, ascertain whether solvent clustering is an important 
factor in determining the rate. 

Experimental Data 

Klein and coworkers have studied the rates of hydrolysis of substituted anisoles 
in SCW (4)- The experiments were performed at 380°C, which corresponds to a 
reduced temperature of Tr = T/Tc = 1.01, where Tc = 374.0°C is the critic tem
perature of water. The reactions were studied in constant volume batch reactors 
at four reduced densities, ranging from pr = p/pc = 0.8 to pr = 2.0, where the 
critical density of water is pc = 0.32 g/cm 3 . These densities correspond to a range 
of pressures from 23.2 M P a to 49 M P a (19,20). The products were analyzed by 
G C / M S . Klein and coworkers have also determined the mechanism for the hydrol
ysis of various phenyl ethers, and found that it involves SN2 attack by a water 
molecule (9). Assuming this same mechanism for anisole, one has 

P h O C H 3 + H 2 0 -» PhO" + CH 3 OH+. (1) 

In fact, the experimentally measured products are PhOH and MeOH, but we 
assume that the proton transfers occur as rapid subsequent steps. The intrinsic 
bimolecular rate constant kexp (L/mol s) was found to increase with pressure, i.e. 
*βχρ = 3.3 χ 10 s at Ρ = 23.2 MPa, 6.7 χ 10 s at 24.0 MPa, 11 χ 10 s at 27.3 MPa 
and 18 χ 10 s at 49 M P a (4). 

Gas Phase Energetics 

The anisole hydrolysis reaction is a charge separation SN2 reaction, and in the gas 
phase it is expected to be highly endothermic. We performed H F / S C F ab ini
tio calculations on this reaction with both the 3-21G* and the 6-31G** basis sets 
using Gaussian 92 (21). The computed overall endoergicity at the HF/6-31G** 
level is 178.95 kcal/mol. The conversion to endothermicity can be approximated 
from the reactant and product zero point energies. Thus, we calculated frequen
cies at the HF/3-21G* level and, by comparison with experimental frequencies 
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Table I. HF/6-31G" energies 
along the reaction path 
Point rc (A) Ε (kcal/mol) 
Reac —00 0.00 
DD -1.83804 -1.76 
x l -0.06955 57.92 
x2 0.23609 73.77 
x3 0.58367 84.08 
x4 0.98367 90.55 
Prod oo 178.95 

for anisole (22,23), found that the calculated frequencies should be reduced by 
11.29%. The calculated 6-31G** endothermicity, based on the scaled 3-21G* fre
quencies, is 172.60 kcal/mol, in excellent agreement with the experimental value 
of 172 kcal/mol. The experimental value was computed from heats of formation 
taken from References 24 (H 2 0) , 25 (PhOCH 3 ) , and 26 (PhO", C H 3 O H t ) . 

Recent studies on other charge separation SN2 reactions indicate that they 
may be expected to show the classic double-well reaction profile found in charge 
transfer SN2 reactions (27,28). However, we did not find a double well profile for 
this reaction with either basis set at the Hartree-Fock level. Instead, we found 
only three stationary points along the reaction path: the reactants (Reac), the 
products (Prod) and the water-anisole dipole-dipole complex (DD). No saddle 
point and no ion-ion complex were found along the SN2 backside attack reaction 
path (PhO.. . C H 3 . . .OH 2 ) . While it is likely that an ion-ion complex exists at 
another geometry (e.g. PhO. . . H 2 0 . . .CH 3 ) , the calculations indicate that there 
is a barrier separating the reaction path from any such complex, so we did not 
search further for this complex. The lack of a saddle point makes it infeasible to 
follow the minimum energy path at the Hartree-Fock level. Instead, we follow an 
assumed reaction coordinate, r c , which is defined as the methyl carbon to phenyl 
oxygen distance, r l , minus the methyl carbon to water oxygen distance, r2. A 
shoulder was found along this reaction path with the 3-21G* basis. We chose 
four points in the vicinity of this shoulder to characterize the reaction path and 
evaluated the energies of these points optimized with respect to everything but r c 

at the 6-31G** level. The HF/6-31G** relative energies along this reaction path 
are given in Table I and illustrated in Figure 1. 

Energetics in Supercritical Water 

The bulk static dielectric constant of SCW at 380° C ranges from ~ 2 at 20 M P a 
to ~ 14 at 50 MPa (19,20). Hence, to determine the electrostatic effects of SCW 
on the energetics of this reaction, we model SCW as a continuous dielectric with 
a pressure dependent dielectric constant. We considered a range of dielectrics 
from 2 to 80, rather than only from 2 to 14, because clustering may raise the 
local dielectric felt by the solute above the bulk value of the dielectric constant. 
To determine the free energy of activation curves for this reaction in SCW as a 
function of pressure, we calculate the free energy of solvation at 7 points along 
the reaction path for each of a series of dielectric constants. 
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Figure 1. Calculated gas phase energies along the reaction path. The solid 
line is a spline fit to the data. 
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Comparison of Methods . A variety of methods have been proposed for cal
culating solvation energies within the continuum solvent approximation, as dis
cussed m a recent review (29). Methods which include semiempirical parameters 
to account for cavitation and other nonelectrostatic effects, such as the AM1-SM2 
model of Cramer and Truhlar (30) or the recent models of Hehre and coworkers 
(31), are not appropriate for studies of SCW because the semiempirical corrections 
are fit to data at room temperature and pressure. Thus, we restrict ourselves to 
models which incorporate only electrostatic effects. Note that all of these con
tinuum solvation methods assume an incompressible fluid, and hence ignore the 
effects of électrostriction. This is liable to be a poor approximation in SCW since 
SCW has a large isothermal compressibility. In the present study we assume that 
this compressibility need not be taken into account explicitly with a position de
pendent dielectric, but that it may be accounted for by an effective local dielectric 
constant which differs from the bulk value. This idea has been used previously 
to explain spectroscopic data (8,13,14)- We will address the incorporation of 
électrostriction into the continuum moael in future work. 

In the present study we consider two models of solute-incompressible solvent 
electrostatic free energies. First we consider a numerical grid based algorithm 
for solving Poisson's equation for an arbitrary, fixed charge distribution (82,33). 
We use the implementation available in the program Delphi, distributed as part 
of Biosym (34)- Solvation energies evaluated by this method are generally in 
good agreement with experiment for ions (30,83,35). For neutrals, where the 
electrostatic interactions often do not dominate the solvation energy, the Delphi 
energies show a significantly weaker correlation with experiment, although they 
are frequently within a few kcal/mol of the experimental results (29). Also, Delphi 
results are somewhat dependent upon the choice of input parameters, including the 
atomic radii, point charge distribution and solute dielectric constant (29,35,36). 

In the present calculations, the gas phase HF/6-31G** geometry and Mulliken 
charges are used to define the solute charge distribution. A study by Alkorta, et ai. 
compares Delphi solvation energies using atomic charges determined from A M I 
wave functions by two different methods: the Mulliken population analysis and 
a fit to the A M I electrostatic potential (ESP) (36). The Mulliken charges fairly 
consistently yield a slightly smaller solvation energy than do the fitted charges. 
The maximum difference was 6 kcal/mol, with the average difference being signif
icantly less, at 1.3 kcal/mol. Indeed, as the difference in solvation energy is fairly 
consistently in the same direction, the differences in relative solvation energies 
between the two methods is expected to be less than the difference in the abso
lute solvation energies. Thus, while the fitted charges provide a more accurate 
representation of the gas phase wave function, the extra effort of obtaining fitted 
charges was not considered warranted. In particular, the Delphi method neglects 
solute polarization in the presence of the solvent, which would alter the solute 
charge distribution from its gas phase value. Hence, within this method, a more 
accurate gas phase charge distribution will not necessarily yield a better estimate 
of the solvation energy. 

Another parameter which is required for Delphi calculations is the dielectric 
constant of the solute molecule, em. We consider two values of em: em = 1, 
corresponding to a vacuum (Delphi 1) and c m = 2, corresponding to the usual 
value of the optical dielectric constant due to electronic polarizability (Delphi2). 
We discuss the relative merits of these two choices below. For the atomic radii, we 
simply use the default Van der Waals radii (C= 1.55 Â, 0 = 1.35 Â and H= 1.10 Â) 
(34)- Finally, we checked the Delphi results for convergence with respect to the 
size and spacing of the numerical grid. We found that a border space of only 
8 Â was required to converge the results to 0.1 kcal/mol. Convergence with 
respect to grid spacing was more erratic. Even by a grid spacing of 0.115, smooth 
convergence was not observed. The production calculations were all performed 
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with a grid spacing of 0.2 Â, as suggested recently (55), as this value provides a 
reasonaole compromise between convergence and memory requirements. Based on 
these convergence studies, we attribute an error of ± 1 kcal/mol to the finite grid 
spacing. Note that coulombic boundary conditions were used with no focusing. 
Solvation energies were computed from the total electrostatic energy, rather than 
from the reaction field energy (57). 

The second method we consider is the self consistent Born-Onsager Reaction 
Field approximation (BO) implemented in Gaussian 92 (21,38). This method 
models the molecule as a multipole expansion in a spherical cavity, but includes 
only the monopole and dipole terms. Since an ideal dipole in a spherical cavity 
will not go smoothly to the limit of two monopoles, this method is expected 
to fail at some point along the reaction path as the complex separates into two 
charged species. The advantage of this method is that it self-consistently solves the 
electronic structure problem in the presence of the solvent reaction field, allowing 
for polarization of the solute wave function. Such a self-consistent treatment 
is tractable by virtue of the computational simplicity of evaluating the reaction 
field in the BO approximation. Knowledge of the solvent polarization effects 
for this reaction will be important for the development of model potentials for 
use in explicit simulation studies of solvent clustering effects. Specifically, the 
importance of solute polarization will determine whether it is reasonable to use 
a molecular mechanics potential to study this system, as such potentials do not 
generally allow for solute polarization. 

The BO method has been shown to give good relative solvation energies for 
a few isomerization reactions (29). We implement the BO method at the HF/6-
31G** level. Like the numerical grid methods, the BO method is sensitive to 
cavity size. The cavity radii used here are determined from an isodensity surface 
of the gas phase wave function as implemented in Gaussian 92 (21,39,40). 

It is appropriate to mention a third method which combines the advantages 
of the two methods considered here, although at additional computational ex
pense. Specifically, the Polarized Continuum Model (PCM) developed by Tomasi 
and coworkers self-consistently solves the electronic structure in the presence of 
a reaction field (apparent surface charge) determined by numerical solution of 
Laplace's equation (41)- A similar method has also recently been developed by 
Tannor, et ai (42). While still suffering from the same parameter sensitivity as 
Delphi, these met nods will allow for a more accurate study of the solute polar
ization effects than the BO method (see below). The P C M method has recently 
been used to study a similar reaction, the Menshutkin reaction of ammonia with 
methyl bromide (28). In that study, solute polarization effects were found to be 
significant. These results, along with those of the present study, suggest that a 
detailed description of the solute polarization will be required to accurately model 
the dynamics of the anisole hydrolysis reaction. 

Compar ison of Reactant and Product Solvation Energies. In order to 
provide an estimate of the reliability of the methods used here, we compare the 
calculated solvation energies of the reactants and products with solvent dielectric 
e8 = 80 to experimental values of the solvation energies in water at room tempera
ture and pressure (29,43,44)- The results are tabulated in Table II. In addition to 
the methods we use here, BO, Delphi 1 and Delphi2, we list values calculated by 
other authors using related methods (29,36). Two of these are also Delphi calcu
lations, but they are implemented with A M I optimized geometries and charges; 
A M 1 E D uses the ESP fitted charges while A M 1 M D uses the Mulliken charges 
(36). Both of these implementations use a solute dielectric constant of c m = 1. 
The last method listed is the AM1-SM2 semiempirical model (80). 

Looking first at the BO method, one sees that the magnitudes of all of the 
solvation energies are severely underestimated, especially for the ions. While the 
difference in solvation energies between the two ions and between the two neutrals 
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Table IL Solvation energies in kcal/mol for Reactants and Products (eg = 80) 
Solute Expt. BO Delphil Delphi2 AM1ED AM1MD AMI - SM2 
Water -63 -2.1 -8.7 -6.6 -3.0 -2.1 -6.3 
Anisole -2.4 -0.2 -15.7 -11.2 . . . -2.3 
PhO" -72.0 -44.9 -79.5 -74.9 -60.7 -58.8 -65.6 

CH3OH+ -83. -55.9 -82.8 -81.0 -70.8 -70.0 -84.2 

is reasonable, to count on such a large cancellation of error is very risky. Also, the 
ion to neutral difference is quite poor. Clearly, the cavity shape (e.g. for PhO") 
and higher order electric moments are indeed important, as would be expected. 
Thus, the BO method only reproduces the qualitative trends. 

Overall, the 4 implementations of Delphi perform much better, as compared 
to experiment, than does the BO method. Anisole provides an exception; its 
solvation energy is significantly overestimated by Delphi. Delphi is known to 
overestimate the solvation of related compounds, such as benzene, toluene and 
analine (29). Comparing AM1ED and A M 1 M D with Delphil (since these meth
ods all use em = 1), it is clear that the difference which results from basing the 
calculation upon A M I rather than HF/6-31G** wave functions (AM1MD vs. Del
phil) is much greater than the difference which results from using ESP rather than 
Mulliken charges from the same wave function (AM1ED vs. AM1MD) . In fact, 
choice of wave function alters the solvation energy by as much as 21 kcal/mol, 
whereas the maximum change due to choice of charge model is 1.9 kcal/mol. This 
supports the present choice of using the Mulliken charges. Also, the HF/6-31G** 
wave functions provide better agreement with experiment than do the A M I wave 
functions. 

The Delphi2 results, which use em = 2, are in the best agreement with experi
ment, in accord with previous results (35). The usual justification for this choice 
of solute dielectric constant is that because a frozen charge model has been used 
for the solute, an optical dielectric constant should be included to account for 
the neglected solute polarizability (45,46). There is a fault in this logic when it 
is applied to small molecule calculations (but not necessarily when it is applied 
to proteins), as follows. A dielectric constant is a macroscopic quantity which 
accounts for the polarizability of electrons, dipoles, etc. which are not included 
explicitly in the model. Charges which are included explicitly (microscopic treat
ment) cannot simultaneously be represented by a dielectric constant (macroscopic 
treatment). In small molecules, then, when all of the charges are included ex
plicitly, albeit represented by a fixed distribution of point charges, there is no 
neglected charge distribution for the solute dielectric of c m = 2 to be accounting 
for, and a value of em = 1 is appropriate. 

Additionally, using a solute dielectric of c m = 2 will decrease the magnitude 
of the solvation energy relative to that for cm = 1 (as illustrated in Table II and 
Reference 35). In contrast, the allowance of explicit solute charge polarization will 
always increase the magnitude of the solvation energy relative to the fixed charge 
distribution value, otherwise the solute charges would not readjust. It follows 
that setting the solute dielectric to 2 cannot account for the neglect of solute 
polarizability incurred by using a fixed set of point charges. Hence, we consider 
the use of em = 2 in small molecule calculations to be an empirical correction for 
other errors in the model, such as the choice of wave function, etc. In fact, while 
using em = 2 in the Delphi HF/6-31G** calculations improves the comparison with 
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Table III. Solvation Energy Relative 
to Reactants in kcal/mol (e, = 40) 
Point Delphil Delphi2 BO 
Reac 0.0 0.0 0.0 
DD 2.4 1.7 0.8 
x l -7.7 -6.8 -6.1 
x2 -15.8 -13.8 -13.0 
x3 -26.6 -23.0 -23.6 
x4 -37.8 -33.0 -34.5 
Prod -136.2 -136.4 -97.3 

experiment, using this choice of tm in the AM1ED or A M 1 M D calculations would 
further reduce the agreement of these calculations with experiment. Thus, despite 
the agreement of Delphi2 with experiment under ambient conditions, Delphi2 is 
not considered to be the most reliable method for the present studies. 

The AM1-SM2 semiempirical model, included for comparison, gives noticeably 
better agreement with experiment than any of the Delphi implementations. This 
model even provides a good value for the solvation energy of anisole. As suggested 
above, this model was not considered because of its semiempirical character. The 
parameters accounting for cavitation, dispersion and solvent rearrangement are 
nt to room temperature and pressure data. It is not known how these effects 
are altered in the supercritical regime; hence the inclusion of these terms in a 
semiempirical way would simply complicate the analysis of our results. 

Compar ison of React ion Pa th Solvation Energies. The focus of the 
present study is to determine relative changes in the solvation energy along the 
reaction path. This is a less demanding test than is computation of the absolute 
solvation energies, so we also compare the relative solvation energies along the 
reaction path for the three methods, Delphil, Delphi2 and BO. The results for 
c# = 40 are presented in Table HI and their negatives are pictured in Figure 2. 

The relative solvation energies are in better agreement than were the absolute 
solvation energies. Most striking is the agreement of the BO method with the 
Delphi methods at all points except the products. In fact, the relative energies 
suggest that the ideal dipole approximation does not break down as rapidly as 
expected with increasing dipole separation. However, a more detailed look at 
the BO results (see below) indicates that the observed agreement is somewhat 
fortuitous. 

The differences in the relative energies of the two Delphi implementations, 
though small, vary along the reaction path; so we studied this difference in more 
detail. The difference in the relative solvation energies as computed by Delphil 
and Delphi2 at points along the reaction path is shown in Figure 3 for six different 
values of the solvent dielectric constant. The magnitude of the relative solvation 
energy increases more rapidly with increasing charge separation along the reaction 
path for the calculations with the solute dielectric c m = 1 than for those with c m = 
2. Additionally, the difference in the results for these two choices of em is greater 
the greater the solute dielectric constant. Hence this choice will affect the trends 
calculated for the equilibrium solvent effects for this reaction. Because the use of 
6m = 1 makes intuitively more sense for this calculation, as discussed above, the 
Delphil calculations should more accurately reflect the relative solvation energies 
under different conditions than do the Deiphi2 calculations. We therefore take 
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Figure 2. Negative of the relative free energy of solvation along the reaction 
path for a solvent dielectric constant of 40. 
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Figure 3. Difference in the calculated values of the relative solvation energy for 
the Delphi2 and Delphil methods. For each reaction path position, the bars 
from left to right correspond to c, values of 2, 4, 8, 15, 40 and 80, respectively. 
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the Delphil calculations as the most reliable, despite the better comparison of the 
Delphi2 absolute solvation energies with experiment. 

Solute Polar izat ion. Since the BO method allows for self-consistent solution 
of the electronic structure problem in the presence of the solvent, we used the BO 
method to study the importance of solute polarization for this reaction. The 
BO method predicts quite large induced dipoles for points intermediate along the 
reaction path. In the most extreme example, point x4 at es = 80, the BO method 
predicts an induced dipole of 7.5 D, on top of the computed gas phase value of 
17.7 D. This dipole moment change is due almost entirely to charge redistribution; 
the change in the distance r l + r2—which is directly related to the oxygen-oxygen 
distance—from its gas phase value to its value upon solvation at e, = 80 is less 
than 0.03 Â. 

The energy cost of the solute distortion at this point, x4 with e9 = 80, is 
14.0 kcal/mol. To evaluate the additional polarization energy gained by this 
change in dipole moment, we evaluated a frozen-BO polarization energy at this 
point, i. e. we evaluated the BO solvation energy for the unpolarized gas phase 
wave function and geometry. The frozen-BO polarization energy is —25.4 kcal/mol 
as compared to the relaxed-BO polarization energy of —51.7 kcal/mol. Hence, a 
gain in polarization energy of 26.3 kcal/mol offsets the solute distortion cost of 
14.0 kcal/mol to yield a net gain in solvation energy upon solute polarization of 
12.3 kcal/mol. 

The large gain in polarization energy upon solvation of the polarized solute 
predicted by the BO approximation is in contrast to what is found with Delphi 
calculations of the same charge distributions. Specifically, Delphil calculations 
using the gas phase geometry and charges for this point yield a polarization energy 
of —62.8 kcal/mol. When the relaxed-BO geometry and charges are used instead, 
the Delphil calculations predict a polarization energy of —69.8 kcal/mol, only 7 
kcal/mol more favorable than for the unrelaxed molecule. The gain in polarization 
energy predicted by Delphi is not even sufficient to offset the solute distortion cost, 
indicating that if the more accurate Delphi solvation model were used in the self-
consistent calculations the BO-predicted charge redistribution would not occur. 

This observation can be explained by the fact that the BO approximation ne-

flects moments higher than the dipole moment. At the point x4, the gas phase 
lulliken charge distribution grouped by moiety is —0.03 on the phenyl ring, —0.89 

on the phenyl oxygen, +0.61 on the methyl group, and +0.30 on the water. This 
charge distribution can be loosely thought of as being comprised of an overall 
dipole plus one dipole on each of the PhO and M e O H 2 fragments which give rise 
to the quadrupole and higher order terms. Since the BO approximation neglects 
the quadrupole moment, it will gain an increase in solvation energy if the dipole 
moment is increased at the expense of the quadrupole moment. Indeed, this is 
what happens. The relaxed-BO charge distribution increases the charge sepa
ration between the PhO and M e O H 2 groups by only 0.05. The large induced 
dipole arises primarily from a shift of negative charge away from the phenyl oxy
gen and onto the most extended hydrogen of the phenyl ring, thus increasing the 
aipole moment but decreasing the quadrupole moment. Specifically, the relaxed-
BO charge distribution is -0.17 on the phenyl ring, —0.80 on the phenyl oxygen, 
+0.63 on the methyl group and +0.34 on the water. We conclude that the BO 
model compensates for the neglect of higher moments by inducing an artificially 
large dipole. By virtue of this compensation, the BO approximation attains a 
reasonable estimate of the relative solvation energy of this compound; yet, the 
physics of the induced polarization is incorrect. Thus, we do not consider the BO 
results sufficiently meaningful to tabulate them here. We note that, despite this 
nonphysical behavior, the magnitude of the BO induced dipole exhibits solute 
polarization trends similar to those observed by Sola, et ai (28) for a Menshutkin 
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reaction using the method of Tomasi and coworkers (^1). These results indicate 
that, while the BO model treats the solute polarization incorrectly, solute polar
ization effects may still be important for the anisole hydrolysis reaction. 
Free Energy of Ac t iva t ion Profile. The free energy of activation profile for 
the anisole hydrolysis reaction in SCW is determined oy the solvation energies 
along the reaction path. The magnitude of these solvation energies, calculated 
by the most reliable method considered, Delphil, are shown for 6 values of the 
solute dielectric constant (e9 = 2,4,8,15,40,80) in Figure 4. Note first that 
the solvation energies are asymmetric, t. e. they increase in magnitude as the 
reaction proceeds. This behavior is expected for a charge separation reaction, 
because as the reaction proceeds the solute becomes more ionic and is thus more 
highly stabilized by a polar solvent. Such asymmetric solvation has been discussed 
recently for Mensnutkin reactions (27,28). Second, the solvation energies at a 
dielectric of e, = 2, the bulk dielectric of SCW at 380°C and ~ 20 MPa, are 
already at 40 to 50% of their "maximum" values at e9 = 80. At e9 = 15, the bulk 
dielectric constant of SCW at 380°C and ~ 57 MPa, the solvation energies are at 
~ 90% of their e9 = 80 values. 

Combining the calculated free energies of solvation with the gas phase reaction 
profile yields the free energy of activation curve in solution. These curves are pre
sented schematically as a function of dielectric constant in Figure 5. The reaction 
path value (r c) of each point shown is given in Table I. The zero of energy is in all 
cases taken to be the energy of the reactants at a dielectric constant of e9 = 80, so 
that all energies will be positive. From Figure 5 it is clear that the asymmetrical 
nature of the solvation energies causes the qualitative shape of the reaction path 
to be altered as a function of dielectric constant. The products remain the most 
energetically unfavorable configuration for all c9 < 4. A saddle point is observed 
to grow in at e9 > 4 and to move to earlier locations as the dielectric constant 
is increased, in agreement with the Hammond postulate and previous results on 
Menshutkin reactions (27,28). Note that in contrast to the Menshutkin reaction 
results, an ion-ion complex is only observed at e, « 4. For lower dielectric solvents 
the ion-ion configuration is less stable than earlier points on the reaction path, 
while for higher aielectric solvents the ion-ion configuration is less stable than the 
products. Also, the dipole-dipole complex disappears somewhere between e9 = 4 
and e9 = 8. 

The potential barrier for this reaction changes from the gas phase endoergicity 
of 179 kcal/mol in vacuum, through the endoergicity value of 74 kcal/mol at 
t9 = 4, to t i e saddle point value of ~ 61 at e9 = 8 and of ~ 58 at e9 = 80. Thus, 
the continuum solvation model predicts that the energetics of this reaction change 
dramatically over the range of dielectrics explored by SCW under the conditions 
of Klein's experiments. 

Discussion and Conclusions 

The theoretical treatment presented here is restricted to a one dimensional reac
tion coordinate picture, and hence is not expected to generate good estimates of 
the absolute reaction rates. Instead, we concentrate on the variation in the rates 
with pressure. In fact, it is more informative to compare the pressure dependence 
of the theoretical and experimental activation energies than it is to compare the 
pressure dependence of the resulting reaction rates. Thus, we extract differences 
in the free energy of activation as a function of pressure, from the ex
perimental rate constants (4,4^)· To do so, we assume a standard transition state 
theory expression for the rate constant, i.e. 

k « e-"»l«r (2) 
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80 + 

60 

1 40 + 

*o 

20· 

anisole H 2 0 DD x l x2 x3 x4 PhO" M e O H 2

+ 

Reaction Path Position 

Figure 4. The magnitude of the absolute solvation energy. For each reaction 
path position, the bars from left to right correspond to c, values of 2, 4, 8, 15, 
40 and 80, respectively. 

200 H 

150-1 

100 

Figure 5. The calculated free energy of activation curves. For each value of 
€ e, the bars from left to right correspond to the reaction path positions Reac, 
DD, x l , x2, x3, x4 and Prod, respectively. 
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Table IV. Calculated vs. experimental free energy of activation 
differences A(AG^) in kcal/mol (20) 

Pr p(g/cm 3) P(MPa) e° A G * 
calc 

Δ(Δ<?Ϊ) 
calc exp 

0.8 0.25 23 4 74.2 
-13.3 -1.5 

1.6 0.50 27 10 (8) 60.9 
-1.9 -0.7 

2.0 0.63 49 14 (15) 

(40) 

59.0 

58.0 
-1.0 

a The value in parentheses is the value used in the theoretical 
calculations. 

where R is the ideal gas constant and Τ is temperature. To correlate the exper
imental free energy aifferences with the calculated values, we evaluate the bulk 
dielectric constant of SCW at the experimental densities(J?0). The results are pre
sented in Table IV. Note that the calculated free energies of activation AG* are 
not exact, even for the method used, because the position of the maximum on the 
(assumed) reaction path was determined from a very coarse grid of points. 

The comparison of free energy differences given in Table IV equates 
the experimental and theoretical values based on the bulk dielectric constant of 
the solvent. This correlation is extremely poor. The calculations predict a signifi
cantly larger pressure effect on the rate than is observed experimentally. However, 
if solvent clustering is assumed to occur, then the local dielectric constant, which 
will be greater than the bulk dielectric constant, should be used in the calcu
lations. Flarsheim, et al have calculated the local density of SCW around I"" 
at 385° C as a function of pressure using an électrostriction model (11). For a 
pressure of ~ 25 M P a they find the SCW density at 2.2 Â from the I" ion to be 
~ 0.8 (g/cm 3), as compared to a bulk density of ~ 0.3 (g/cm 3). This corresponds 
approximately to a local dielectric constant (at 2.2 Â) of ~ 20, as compared to a 
bulk dielectric of ~ 5 (20). For the present reaction, we make a simple estimate of 
the degree of solvent clustering and the associated local dielectric constants based 
on the calculated A(AG^) results. Specifically, we let the local dielectric constant 
be approximately double the bulk value, i.e. Cbuik = 4 —* eio^a = 8, 8 —* 15 and 
15 40. This estimate of the local dielectric constant is similar in magnitude 
to the clustering effects observed by Flarsheim, et αJ., and yields a much better 
correlation between the calculated and experimental Δ(Δ£?ί) 58 than was found 
using the bulk dielectric values. In Table IV, this transformation corresponds to 
comparing the calculated A(AG^) value of —1.9 with the experimental value of 
—1.5 and the calculated value of —1.0 with the experimental value of —0.7. Given 
the small free energy changes observed in the experiments, the accuracy of the 
present calculations is insufficient to determine reliably the effective local dielec
tric constant as a function of pressure. However, the results indicate quite clearly 
that clustering is an important factor in determining the pressure dependence on 
the rate of this reaction. Also, it seems likely that electrostatic effects indeed 
dominate the pressure dependence observed for this reaction. 
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Since we have determined clustering to be significant for the anisole hydrolysis 
reaction, it will be important to determine how large are the neglected entropy 
of activation effects due to variable clustering along the reaction path. For the 
charge separation reaction studied here, the clustering is expected to be stronger 
at the saddle point than at react ants, thus causing an additional negative contri
bution to the entropy of activation. This effect, like the local dielectric effect of 
clustering, would reduce the degree to which the reaction rate constant increases 
with pressure. It seems likely that these variable clustering effects will have to be 
taken into account if we are to make more definitive conclusions about the degree 
of solvent clustering for this reaction. We are thus pursuing the explicit inclusion 
of électrostriction effects into the free energy calculations as a function of the re
action coordinate. Also, experimental results which explore lower values of the 
effective dielectric constant where much larger changes in the rate are predicted 
would provide a significantly more challenging and reliable test of these ideas. 
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Chapter 15 

Simulating Solvent Effects on Reactivity and 
Interactions in Ambient and Supercritical 

Water 

Jiali Gao and Xinfu Xia 

Department of Chemistry, State University of New York at Buffalo, 
Buffalo, NY 14214 

The effects of hydration on the rate acceleration of the Claisen 
rearrangement of allyl vinyl ether and the Menshutkin reaction of 
ammonia and methyl chloride were investigated by a hybrid 
quantum mechanical and classical Monte Carlo simulation 
method. In addition, the potentials of mean force for the ion pair 
Na+Cl- in ambient and supercritical water were determined. The 
results provided valuable insights on intermolecular interactions 
for these processes in solution. 

Study of chemical transformations in solution is important because of the 
connection to biological processes in life. Of great challenge is to gain an 
atomic level understanding of structure and reactivity in aqueous solution. 
However, the difficult task of describing gas-phase reactions is further 
complicated by the need to consider the solvent effects on the reaction dynamics 
and potential surface (1,2). Significant progress has been made in the past 
decade through computer simulations and a number of methods are being 
developed to investigate chemical reactions in solution and enzymes (5-7). In 
short, the computational procedure, as summarized by Jorgensen (6), typically 
involves three major steps: (1) determination of the minimum energy reaction 
path (MERP) in the gas phase as a function of a single geometrical variable, (2) 
development of empirical potential functions for the reaction profile as well as 
for solute-solvent interactions along the entire MERP, and (3) free energy 
simulations to estimate the solvent effects. Valuable insights have been 
obtained for organic reactions in solution. Nevertheless, a major difficulty in 
these studies is the requirement for an accurate, analytical description, i.e., 
empirical potential functions, of solute-solvent interactions along the whole 
reaction path. The parametrization process was laborious and difficult due to 
a lack of experimental data, while the empirical molecular mechanics-type 
potentials are generally not appropriate for treatment of bond formation and 

0097-6156/94/0568-0212$08.00/0 
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15. GAO AND XIA Simulating Solvent Effects on Reactivity 213 

breaking processes (4), which involve electronic structure reorganizations. This 
has limited the application to only a few well-defined systems (6-12). The 
problem is further escalated by specific consideration of solvent polarization 
effects (15), which have been treated in an average sense in the past 

An alternative approach is to use a combined quantum mechanical and 
classical approach, in which the reacting system is treated explicitly by a 
quantum mechanical (QM) method, while the environmental solvent which is 
the most time consuming part in the computation is approximated by a standard 
molecular-mechanics (MM) force field (5,14-17). Since the reactant electronic 
structure and solute-solvent interactions are determined quantum-mechanically, 
the procedure is appropriate for studying chemical reactions, and importantly, 
there is no need to develop empirical potential functions for new systems. 
Furthermore, it has the advantage of taking into account the solvent polarization 
effects (18). Details of such a combined QM/MM potential and contributions 
by other groups are available in several recent reviews (16-19). In this paper, 
the focus will be on results from our group on organic reactions in aqueous 
solution. In addition, we describe a Monte Carlo simulation of the ion pair 
Na +Cl" in ambient and supercritical fluid water. 

Methodology 

The Combined QM/MM Potential. We employ a combine quantum mechanical 
and molecular mechanical (QM/MM) model with the semiempirical AMI and 
TTP3P interface to describe solute-solvent interactions in solution (16,17). The 
method has been reviewed previously (16-19). Thus, only a brief summary is 
presented here. In this approach, the condensed-phase system is partitioned 
into (1) a Q M region consisting of the reacting solute molecules, which are 
represented by electrons and nuclei and described by Hartree-Fock molecular 
orbital theory, and (2) an M M region containing the surrounding solvent, which 
is approximated by an empirical force field. Consequently, the total effective 
Hamiltonian for the system is 

t*eff 9 ffqm + ^mm + ^qm/mm ^ 

where H° is the Hamiltonian for the Q M solute, ft,^ is the solvent-solvent 
interaction energy, and H q m / m m is the solute-solvent interaction Hamiltonian. 
The total energy of the system is given by equation 2. 

Etot = <^aq\^eff\^aq> s Eqm + Emm + Eqm/mm ^ 

It should be pointed out that H q m / m m depends on the partial charges and 
positions of the solvent interaction sites (atoms). As a result, only the one-
electron integral part in the Fock matrix needs to be modified and standard 
molecular orbital computation methods can be directly used. The wave function 
obtained through this procedure, ¥ a q , however, includes the solvent effects, 
based upon which the computed properties are further averaged in Monte Carlo 
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214 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

simulations (18). Of particular interest is the solvent polarization energy. Given 
the wave functions for the solute in aqueous solution, Ψ ^ , and in the gas phase, 
Ψ°, solvent polarization contributions to the total solvation free energy can be 
determined via equation 3. 

-AG ι = -kT ln<e ^ 9 m / m m ^ ^ " ^ / m m i V ^ ^ ^ (3) 

where k is Boltzmann's constant, Τ is absolute temperature, and < >ψ&^ 
indicates ensemble average using the aqueous wave function. 

Ab initio molecular orbital method or density functional theory would be 
perfectly suited for this combined QM/MM approach since it has been well-
tested and is convenient to use (20,21). However, to compute the energies of 
the Q M solute molecule throughout fluid simulations, a computationally 
efficient method must be employed. Therefore, the semiempirical Austin Model 
1 (AMI) theory developed by Dewar and coworkers is adopted in our 
calculation (22), which is coupled with Jorgensen's TIP3P model for water (23). 
Although good results for many organic systems have been obtained using the 
AMI, a major disadvantage in use of the semiempirical method is its empirical, 
parametrized nature. For systems in which poor results are produced, there is 
no systematic procedure to improve the computation other than systematic re-
parametrization. The present approach is a compromised consideration to take 
into account both the theoretical capacity that a combined QM/MM approach 
can offer and its practical applicability in organic and biological systems due to 
computer limitations. 

Monte Carlo Simulation of Free Energy Profiles. Over the last few years, 
methods for determining free energies of solvation have been maturing, and 
have been reviewed recently by several authors (24-26). The focus here will be 
on our approach to obtain free energy surfaces for organic reactions in solution 
with Monte Carlo QM/MM calculations. The principal objective has been 
determining the minimum energy reaction path in the gas phase and then 
evaluating the solvent effects along this MERP. Here, we describe a simple 
two-step procedure which will allow experimental chemists to use conveniently 
without the need of empirical parametrization. 

The initial step, which is similar to the computational procedure proposed by 
Jorgensen (6), involves determination of the reaction path and energetics using 
ab initio molecular orbital calculations. The transition state (TS) is first located, 
from which an intrinsic reaction path (IRC) will be followed via standard 
method available in Gaussian 92, leading to the starting materials and products, 
respectively (21-29). In the past, such a one dimensional reaction coordinate is 
typically used in order to reduce the computational costs (6-12). This would be 
adequate for simple reactions having "balanced" solvent effects on both sides of 
the TS as demonstrated in the SN2 reaction between CI" and CH3CI (30-32). 
However, for reactions involving heterolytic bond cleavage such as the SN2 
Menshutkin reaction, both the position of the TS and the reaction path are 
significantly influenced by the effects of solvation (10,33,34). Consequently, a 
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15. GAO AND XIA Simulating Solvent Effects on Reactivity 215 

multidimensional surface should be employed. This can conveniently be done 
with the combined Q M / M M potential, whereas it is difficult to obtain high 
quality parameters for multi-dimension empirical potentials. It should be noted 
that the use of die combined Q M / M M potential, in particular, the present 
ΑΜ1/ΠΡ3Ρ model, is primarily for evaluating the effects of solvation. Although 
the semiempirical energy and geometry may have deviation from high level ab 
initio results in certain cases (35), the intermolecular interaction between the 
A M I solute and M M solvent can still be adequately determined. Thus, as have 
been suggested by others (36), the energetics for a chemical process in the gas 
phase should come from high level ab initio calculations unless the A M I results 
are in good accord with the experimental data (37). This will then be 
supplemented by the solvation free energies obtained using the combined 
Q M / M M - A M 1 / T I P 3 P potential. 

Having defined the reaction path, the next step is to evaluate the solvent 
effects on the energetics as well as the path itself through statistical perturbation 
theory in molecular dynamics or Monte Carlo simulations (17,38). The 
procedure effectively steps along the reaction path to yield differences in free 
energy of hydration according to equation 4 (6). 

where R| and Rj are geometries generated from the reaction path following 
calculation for frames i and j . The average in equation 4 is for sampling based 
on the energy of Therefore, Rj may be regarded as a perturbation to Rj 
along the reaction coordinate. Typically, the difference between R| and Rj is 
about 0.1 to 0.15 Â for distances. A procedure termed "double-wide" sampling 
is often used (39), which allows the perturbation calculation to be performed for 
transformations from R| to R | . t and to R| + j . Finally, the potential of mean 
force (pmf) as a function of the reaction coordinate is constructed by summing 
up the gas phase and solvation free energies (equation 5). 

AG^R) = AGgas(R) + AGh(R) (5) 

The procedure outlined above appears to be similar to that used by 
Jorgensen (6). However, the major difference is on their second, most crucial 
step regarding the empirical parameter fitting. Although improvements have 
been made (8,9), it is still difficult to obtain the partial charges needed in fluid 
simulations. Since solute-solvent interactions are directly enumerated by 
quantum mechanical calculations during the fluid simulation here, this step is 
entirely eliminated. Furthermore, the combined Q M / M M method has the 
advantage of both allowing solute electronic structure relaxation in solution (18), 
which is not included in the empirical potential approach, and considering 
explicit solute-solvent interactions, which is treated as a continuum medium in 
the self-consistent reaction field (SCRF) method (40,41). 

We have developed a computer program, M C Q U B (42), which combines the 
semiempirical A M I theory and molecular mechanics force field (22). The 
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Monte Carlo sampling is now carried out using Jorgensen's BOSS program (43), 
while the QM calculations are performed with Stewart's MOP A C (44). For the 
organic systems described in this paper, the reacting molecules are typically 
solvated by 250-500 solvent molecules in tetragonal periodic boxes. 
Intermolecular interactions are feathered to zero from 9 to 10 Â between 
roughly the center of mass for the solvent molecule (water oxygen) and any 
solute atoms. All simulations, unless specifically identified, are carried out in 
the isothermal-isobaric ensemble (NPT) at 25 °C and 1 arm. 

Applications 

The Claisen Rearrangement of Allyl Vinyl Ether. The potential of mean force 
for the Claisen rearrangement of allyl vinyl ether (AVE) in aqueous solution 
was computed as a function of the IRC determined previously for the gas phase 
process using the 6-31G(d) basis set by Severance and Jorgensen (9,45). The 
IRC was obtained through the reaction path following procedure in Gaussian 
92, starting from the transition state toward the forward and backward directions 
(9). A total of 143 frames of structures along the path were generated, of which 
69 were used here in the aqueous simulation. This required a total of 34 
simulations using double-wide sampling. Each simulation involved 0.5-1.0 χ 106 

configurations for equilibration followed by 1.5 χ 106 configurations of 
averaging. 

The hydration effects are found to lower the activation free energy of the gas 
phase by -3.5 ± 0.1 kcal/mol (Figure 1), which translates to a predicted rate 
acceleration by a factor of 368. For comparison, the experimental rate 
acceleration was believed to be about 1000 for A V E at 75 °C taking into 
account various available experimental results (9,46-49). Considering the 
difference in temperature between experiments and the simulation, our results 
seem to be in accord with experimental findings. Another indication of the 
good performance of the AM1/TIP3P Monte Carlo simulation is recorded by 
the computed difference in free energy of hydration àAGh between 4-pentenal 
and A V E (-1.9 ± 0.2 kcal/mol, Figure 1). It is known experimentally that 
aldehydes are generally better hydrated than ethers by 1-2 kcal/mol (9,50). 

There have been two recent theoretical studies of the hydration effects on 
the reaction rate of Claisen rearrangements among other analyses (52,53), one 
using an SCRF model by Cramer and Truhlar (51) and the other employing 
Monte Carlo simulations with the OPLS potential by Severance and Jorgensen 
(9). The SCRF approach, which relies on classical theories of Onsager and 
Kirkwood, incorporates the solvent effects via a continuum dielectric medium 
into molecular orbital calculations, and has been parametrized to yield solvation 
free energies of organic compounds with a generalized Born theory (40). Using 
their solvation model (AMSOL), Cramer and Truhlar (51) reported a rate 
acceleration of 16, or a AAG h * of -1.6 kcal/mol, for A V E at 25 °C at the 
6-31G(d) TS geometry (a rate acceleration of 3.5 was observed with the AMI 
TS in water). More importantly, they concluded, based on electronic structure 
analyses, that solute electric polarization in addition to the hydrophobic effects 
in the first solvation layer is responsible for the rate acceleration of Claisen 
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218 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

rearrangements in aqueous solution. On the other hand, Severance and 
Jorgensen derived a set of atomic charges based on 6-31G(d) molecular 
electrostatic potentials along the reaction coordinate, and carried out a Monte 
Carlo calculation (9). The solvent effect from this OPLS potential is predicted 
to be -3.85 ± 0.16 kcal/mol, in good accord with our results. These authors 
have attributed the hydration effects to an increase in both the number and 
strength of solvent hydrogen bonding to the oxygen. 

To characterize the origin of the solvent effects, we have computed the solute 
electric polarization contribution insinuated by Cramer and Truhlar, using 
equation 3 (45). The computed AGL^ is -0.55 ± 0.04 kcal/mol for A V E and 
-1.77 ± 0.08 kcal/mol for the TS. Therefore, the difference in solute electric 
polarization between the ground state and the TS is 1.2 kcal/mol, which amounts 
to 35% of the total AG h *. These results are nicely mirrored by the computed 
induced dipole moments (Figure 1), which show a much greater increase at the 
TS ( Δ μ ώ ( 1 = 1.0 ± 0.1 D) than in the ground state ( Δ μ Μ = 0.3 ± 0.1 D). In 
addition, Mulliken population analyses suggest that it is important to 
differentiate between the solvent-induced polarization and solvent-induced 
heterolytic bond cleavage in the Claisen rearrangement (47,48). The computed 
difference in charge transfer between the allyl and H 2 C=CHO groups on going 
from A V E to the TS only increases by 0.03 e as a result of hydration. However, 
the charge distribution within the H 2 C=CHO fragment has a substantial 
alteration. In water, the partial charges on oxygen are -0.25 e in A V E and -0.42 
e in the TS, an increase by 0.17 e. On the other hand, the change is only 0.10 
e in the gas phase. 

The Menshutkin Reaction of H 3 N + CH3C1. The next reaction to be studied 
was the SN2 Menshutkin reaction of H 3 N + CH3C1 -* C H 3 N H 3

+ + Cl". A 
major challenge in theoretical treatment of this reaction is due to the large 
solvent effects involved in the charge separation process in water (10,33,34). 
Hydration brings this highly unfavored process into an exothermal reaction in 
water, which is accompanied by changes in the position of the TS and in the 
reaction path. It would be difficult to investigate these changes if empirical 
potential functions are used in liquid simulation because the solvent influence 
on the structure of the transition state and the reaction path is not known a 
priori, and these potentials are typically derived based on results for gas-phase 
hydrogen bonding complexes. Consequently, it is necessary to carry out 
simulations of the Menshutkin reaction with a quantum mechanical treatment, 
which should include solvent polarization effects on the solute electronic 
structures, and cover the bond formation and breaking processes independently 
in order to obtain the reaction path in aqueous solution. 

Ab initio 6-31+G(d) calculations provided the gas phase energies and 
geometries for the reactants, TS, and products of the reaction (10), which are 
then compared with predictions using the AMI theory (54). The AMI 
calculations yield an excellent agreement with the 6-31+G(d) structures for the 
reactants and products (Figure 2). The largest deviations are only 0.04 Â for 
bond lengths and 1.3° for bond angles. However, the AMI TS is much tighter 
than the ab initio results, which are 0.24 and 0.23 Â longer for the C-N and 
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Figure 2. Optimized AMI and 6-31+G(d) (in parentheses) geometries: 
bond lengths in angstroms and angles in degrees. 
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C-Cl distance (Figure 2). Although this is of concern to use the AMI geometry 
for the Menshutkin reaction, it seems to be reasonable in the present study since 
our primary interest is the solvent effects on the change in the TS structure. To 
ensure the validity of the combined QM/MM AM1/TIP3P model to describe 
solute-water interactions for the Menshutkin reaction, partial geometry 
optimizations were carried out at the 6-31+G(d) level for a total of 24 
complexes between [H3N-CH3-C1] and water at different stages of the reaction; 
the results are compared with the ΑΜ1/ΠΡ3Ρ optimization (54). In the latter 
calculation, [H3N-CH3-C1] is treated quantum-mechanically by the AMI theory, 
while water is represented by the TIP3P model. The accord is good for an 
energy range of -1 to -12 kcal/mol. The overall root-mean-square (RMS) 
deviation is 0.5 kcal/mol. The agreement supports the use of the combined 
ΑΜ1/ΠΡ3Ρ potential for the Menshutkin reaction. 

The effects of hydration on the TS structure are assessed by mapping out a 
two-dimensional potential surface in water, treating the C-N and C-Cl bond 
variations independently. A linear approach by the nucleophile, N H 3 , to CH3C1 
is assumed, which appears to be reasonable; however, a full consideration of the 
reaction surface should also include the angular average of the nucleophilic 
attack. Extension beyond the two-dimensional map becomes computationally 
prohibited. To limit the computational costs, the Monte Carlo simulation is 
restricted to the region near the TS (Figure 3). The free energy surface shown 
in Figure 3 was constructed via a grid search method (54). First, a series of 
potential of mean forces as a function of R C . N were determined at given 
distances of R c _ a using statistical perturbation theory. Then, the relative height 
of two such neighboring profiles was computed by another perturbation 
calculation with respect to R Q O this time at a fixed value of R C . N . Finally, the 
potential surface was anchored relative to the free energy at a reaction 
coordinate of -2 Â (see below). In all, a total of 87 simulations were executed, 
each involved at least 5 χ 105 configurations for equilibration and 10 
configurations of data collection. 

The most striking finding from this study in Figure 3 is the change in the 
position of the TS structure on going from the gas phase (shown by an O) into 
aqueous solution (indicated by an X). Nevertheless, the result is in good accord 
with the expectation according to Hammond postulate (55). The structural 
change features a lengthening of R Q N of 0.30 Â from its gas phase value of 1.66 
Â, and a decrease in R c . a by 0.15 A (1.94 Â in the gas phase). Consequently, 
the TS in the Menshutkin reaction occurs much earlier in water than in the gas 
phase. A separate study of a similar reaction involving H 3 N and CH 3 Br was 
reported by Sola et al. (34), using a continuum SCRF method in ab initio MO 
calculations. They obtained similar qualitative features for the TS when a 
dielectric constant of 78 was used to represent water. 

The familiar potential of mean force was located as a function of the reaction 
coordinate defined by equation 6. Thus, RC is 0 at the TS. 

RC = RC_CL - R C . N - [RC.A(TS) - RC-NCK)] (6> 
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Addition calculations along this path were carried out to extend the path leading 
to the reactants and products, which is depicted in Figure 4 along with the gas 
phase energy. In Figure 4, the pmf is virtually flat for | R C | £ 1.0 Â and was 
zeroed at RC = -2.0 Â. The computed activation free energy is 26.3 ± 0.3 
kcal/mol in water, which is in agreement with the experimental activation energy 
(23.5 kcal/mol) for H 3 N + CH 3 I in water. This represents a lowering of the gas 
phase barrier height by 23.7 kcal/mol thanks to hydration. The computation 
also yielded the free energy change for the overall reaction, A G m , in aqueous 
solution (-18 ± 2 kcal/mol), which translates to a solvent stabilization of 155 
kcal/mol relative to the gas phase process. The experimental estimate of 
based on standard free energies of formation and hydration is about -34 ± 10 
kcal/mol. The difference here is primarily due to poor performance of the AMI 
theory for CI", which overestimates its heat of formation by 18 kcal/mol (22). 
If the experimental value was used, the computed A G ^ would be -36 kcal/mol. 
The calculation by Sola et al. gave values of -27 to -44 kcal/mol using various 
basis sets (34). 

The present calculation also yields detailed structural features concerning the 
stabilization of the TS by the solvent. Integrating the hydrogen bonding peaks 
of the radial distribution functions and solute-solvent energy pair distributions 
(Figure 5) indicates that the total number of hydrogen bonds between the 
reacting system [H3N-CH3-C1] and water increases from zero for the reactants 
at RC = -2.0 Â to about 9 (three bound to C H 3 N H 3

+ and six to CI") for the 
product ion pair at RC = +2.0 Â. Accompanying the number increase is an 
increase in hydrogen bond strength. It is noteworthy to contrast the present 
result to the previous finding for the type I SN2 reaction of CI" + CH3C1 in 
water, where the number of hydrogen bonds is roughly equal along the whole 
reaction coordinate (30). The differential solvation is due to variation in 
hydrogen bond strength. Both are critical in the Menshutkin reaction (54). It 
is also interesting to notice that Figure 4 shows a unimodal energy profile in 
aqueous solution for the Menshutkin reaction, a feature consistent with 
traditional assumption (56). 

Finally, the solvent effects on the electronic charge separation is 
characterized by a comparison of the computed partial charges on chlorine in 
the gas phase and in water along the reaction coordinate (equation 6). This 
gives a good indication of the charge development in the course of the reaction. 
Charge population analyses have been performed by Bash et al. (57) and by 
Hwang et al. (58) in their molecular dynamics studies of the chloride-methyl 
chloride exchange reaction. In contrast to findings for the type I reaction by 
Bash et al. (57), in which charge transfer in water lags behind the process in the 
gas phase, the present type II SN2 reaction shows clearly a solvent-induced 
charge separation. At the TS, a charge separation of more than 65% in water 
is predicted by the AM1/TIP3P Monte Carlo simulation. This may be compared 
with the gas phase charge transfer of about 50%. 

Na +Cl" Ion Pair in Ambient and Supercritical Water. Ionic interactions are of 
fundamental importance in chemistry and biological science. Potential of mean 
force is usually used to characterize ion pair formation in solution (59). The 

D
ow

nl
oa

de
d 

by
 M

O
N

A
SH

 U
N

IV
 o

n 
O

ct
ob

er
 2

6,
 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e:
 S

ep
te

m
be

r 
29

, 1
99

4 
| d

oi
: 1

0.
10

21
/b

k-
19

94
-0

56
8.

ch
01

5

In Structure and Reactivity in Aqueous Solution; Cramer, C., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1994. 



222 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

2.444 

2.344 

Figure 3. Compute free energy surface for the type II Sj^2 reaction of 
N H 3 + CH 3 C1 in water. The transition states in the gas phase and in 
aqueous solution are marked by an Ο and an X , respectively. The 
reaction path defined by equation 6 is indicated by the curve across the 
diagram. Energies are given in kilocalories per mole and distances are 
in angstroms. 

Potential of Mean Force 

-40.0 Η , » , 1 

-2.0 -1.0 0.0 1.0 2.0 
Rc (A) 

Figure 4. Potential of mean force for the Menshutkin reaction in water 
(solid curve) and in the gas phase (dashed curve). 
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first molecular dynamics simulation of pmf was reported by Berkowitz et al. for 
N a + C T in water using importance sampling (60). Since then, there have been 
several theoretical studies of ion pair in water (59-64). The key features from 
these investigations are the contact and solvent-separated free energy minima. 
Importantly, the energy barrier dividing the contact and solvent-separated 
species is only 1-3 kcal/mol, allowing the ions to dissociate into the bulk. 

The interest in ion association at high temperature and pressure conditions, 
i.e., supercritical and subsupercritical water, comes from a number of disciplines, 
including geochemistry and hazardous waste destruction (65-68). In the latter 
application, organic materials and oxygen become completely miscible with 
supercritical water (SCW) and are destroyed to form water, C 0 2 and inorganic 
acids and salts, which rapidly precipitate out. The low solubility of electrolytes 
in SCW is not surprising in view of the fact that the fluid dielectric constant is 
only about 2-10 at 450 °C and 200-1000 arm (69). Although numerous 
experimental studies have been carried out to refine the optimal conditions for 
organic waste oxidation in SCW (65-68) and to measure solubilities of inorganic 
salts at elevated temperature and pressure (70), little information is available on 
the structural and energetic details of ion-ion and ion-solvent interactions at the 
atomic level. A n important issue in supercritical solvation is the formation of 
solvent clusters in the vicinity of a solute molecule, or a local density 
enhancement (molecular charisma) (71). 

In a previous study (69), we found that the TTP4P model for water performs 
remarkably well to describe supercritical fluid water, despite the fact that the 
model was developed for ambient water at 25 °C (23). The computed fluid 
density and dielectric constant for SCW at 400 °C were in good accord with the 
experimental data obtained at 450 °C for pressure ranging from 350 to 2000 
atm. The need to compare the computed results with experimental data at a 
slightly different temperature was attributed to an underestimate of the critical 
temperature by 30-50 °C by the TIP4P model (69). Thus, the computed and 
experimental reduced temperatures (T r = T/T c ) are comparable. Similar 
observations were obtained for the SPC model (72), another widely used 
potential for ambient water. Thus, simulations of supercritical aqueous solution 
using the TIP4P or SPC model at 400 °C may be regarded as comparable to 
experimental conditions at 450 °C. 

The potential of mean force for N a + C l " ion pair in SCW was computed at 
400 °C and 350 atm corresponding to bulk conditions of p ^ = 0.23 g/cm 3 and 
€calc = 3-6 (Figure 6). The system consisted of 390 ΤΊΡ4Ρ water molecules plus 
the ion pair, described by the OPLS potential (73), in a rectangular periodic 
cell. Perturbations of ± 0.1 or 0.15 Â were used in a total of 56 Monte Carlo 
simulations to cover R N a _ Q from 2.20 to 9.95 Â. Each calculation was first 
subjected to 2 χ 106 configurations of equilibration followed by 2 χ 106 

configurations of averaging. To compare the ion pairing interaction in ambient 
water, the simulations were repeated for a system containing 740 waters plus 
N a + C l " at 25 °C and 1 atm. These pmf s are anchored at the longest separation 
distances to the results from the "primitive model" obtained by dividing the 
Coulombic energy by the computed bulk dielectric constant (61). 
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Figure 5. Computed solute-water energy pair distribution for the 
reactant (dashed curve), transition state (solid curve), and product 
(dotted curve). The ordinate gives the number of water molecules 
bound to the solute, with energy shown on the abscissa. 

10.0 

0.0 

§ -10.0 H 

-20.0 A 

g -30.0 

-40.0 

1.0 

Ambient Water 

Supercritical Water 

2.5 4.0 
J 

5.5 
R (A) 

7.0 8.5 10.0 

Figure 6. Calculated potential of mean force for separating the ion pair 
N a + C r in ambient water at 25 °C and 1 atm, and in supercritical water 
at 400 °C and 350 atm. 
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As shown in Figure 6, the minima for the ion pair in ambient water were 
found at 2.6 and 4.5 Â, corresponding to the contact and solvent-separated ion 
pairs. There are no specific structural features beyond the solvent-separated 
species. This is in good accord with previous studies (60). However, the 
present results indicate that the solvent-separated ion pair is ca. 1.3 kcal/mol 
lower in energy than the contact pair, while the barrier for the ion pair to 
escape from the contact cage is about 2 kcal/mol. The calculation reported 
previously yielded a contact minimum 1.3 kcal/mol deeper in free energy than 
the solvent separated minimum (60). Note that the TIPS2 model for water was 
used in that study (60). 

In contrast, the pmf for the Na +Cl" ion pair in SCW shows remarkable 
differences than that in ambient water (Figure 6). First, the Coulombic 
interaction between the two ions is much stronger in SCW than in ambient 
water; the minimum energy is -27 kcal/mol in SCW as opposed to ca. -1 
kcal/mol in ambient water relative to infinite separation. This is, of course, 
expected in view of the much smaller fluid dielectric constant at supercritical 
conditions (69). However, such a strong interaction between N a + and CI" in 
SCW shall prevent them from dissociating. Thus, inorganic salts have low 
solubilities of about 10-100 wt% ppm in SCW (65-68,70). Secondly, there is no 
solvent-separated minimum in the pmf in SCW, although a leveling effect is 
evident for ion separations between 4 and 5 Â. This suggests that ion-water 
interactions are still significant; however, the balance between the favorable ion-
ion attraction and the costs to remove water molecules separating the ions is not 
enough to result in an observable minimum on the potential surface. This might 
be an indication of an active dynamic feature for ion-water interactions in SCW 
(66). Finally, a comparison between the computed pmf and the primitive model 
is informative. The importance of explicit ion-water interaction is evident in the 
case of ambient water. In SCW, the agreement between the two models at large 
ion separations beyond 7 Â is nearly exact, which indicate that the computed 
bulk dielectric constant is quite reasonable (69). The difference between the 
computed pmf and the primitive model at short ion separations is also 
significant. The weaker interaction (by about 6 kcal/mol) predicted from the 
Monte Carlo simulation suggests that the local dielectric constant is somewhat 
higher than the value in the bulk, an indication of enhanced local solvent 
clustering or charisma (69,71,74). In SCW, there are on average 5.3 nearest 
neighbors around both N a + and CI". This may be compared with coordination 
numbers of 6.0 for N a + and 7.5 for CI" in ambient conditions (73). Clearly, the 
local density for the ions in SCW within the first solvation layer is similar to that 
in ambient water and much higher than in the fluid bulk. Note that at longer 
Na +Cl" separations, the solvent-clustering surrounding each ion will not affect 
the bulk dielectric behavior, leading to an agreement between the simulation 
and continuum model. 

Concluding Remarks 

The ability to model organic reactions in solution at the atomic level has greatly 
increased in the past decade. The method presented here, combining quantum 
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mechanical and molecular mechanics ( Q M / M M ) Monte Carlo simulation 
techniques, can be applied to a wide range of problems in chemistry and 
biochemistry. These computations have already yielded a wealth of information 
on the nature of intermolecular interactions in solution, and the knowledge 
gained in these studies shall provide a better understanding and control of 
chemical reactivity and dynamics. Undoubtedly, there is a great potential of 
growth in methodology development We anticipate that a new generation of 
computational tools for modeling chemical processes in solution will become 
available as we welcome the anwal of the twenty-first century. 

Acknowledgments, Gratitude is expressed to the National Science Foundation 
and National Institutes of Health for support of this research. 
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Chapter 16 

Factor Analysis of Solvent Effects 
on Reactions 

Application to the Claisen Rearrangement 

Joseph J. Gajewski and Nancy L. Brichford 

Department of Chemistry, Indiana University, Bloomington, IN 47405 

Solvent effects on reactions have been successfully subjected to a factor analysis 
using as parameters the Kirkwood-Onsager dielectric function, the Hildebrand 
cohesive energy density, and the chloride ion and potassium ion solvent 
transference data after subtraction of the K-O and CED contributions. The 
coefficients of the parameters provide information about the change in dipole 
moment, the volume change, and the hydrogen bond donor and acceptor 
requirements in the reaction. Application to the rates of solvolysis of terr-butyl 
chloride reveals not only the increased dipole moment in the transition state and 
increased hydrogen bonding (presumably to the leaving chloride ion), but to the 
overwhelming contribution of ground state destabilization in solvents with high 
CED. The thermally induced 3,3-shift of allyl vinyl ether (the Claisen 
rearrangement) responds only to the solvent CED and hydrogen bond donor ability 
and not to the K-O function. Consistent with this analysis are secondary deuterium 
kinetic isotope effects at the bond breaking and making sites that reveal little 
change in transition state structure in more aqueous media. 

The understanding of solvent effects on rates and equilibrium of chemical 
reactions has been a long-standing goal of chemistry. Understanding can take many 
forms, but for an organic chemist interested in rates and stereochemistry, 
understanding must first occur at the level of the macroscopic behavior of the solvent. 
Thus, correlation of rate and equilibrium data with physical and chemical properties of 
the solvent should provide not only mechanistic insight but prediction. One popular 
approach is the correlation with solvent effects on uv transitions of dye molecules. 
A good example of such a quantity is the solvent Ej whose values and applications 
are given by Reichardt (/). However, if a correlation is obtained with some physical 
phenomenon that has been theoretically related to free energy changes, then a more 
fundamental understanding of solvent effects is possible. For instance, solvent 
dielectric constant, when cast in terms of the Kirkwood function, (ε -1) / (2ε + 1), has 

0097-6156/94/0568-0229$08.00/0 
© 1994 American Chemical Society 
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230 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

been moderately successful in correlating the rate response of some reactions over a 
narrow range of solvents. The importance of this approach is the fact that the 
coefficient of the Kirkwood function is proportional to the square of the change in 
dipole moment from initial to transition (or final) state and inversely proportional to 
the cube of the cavity radius associated with the reactants...assuming that the reactants 
are spherical (2,5). The fact that the Kirkwood function is not generally successful 
has led others to examine multiparameter approaches. Palm was the first to do so 
(circa 1970) using the Kirkwood function, a polarizability function derived from 
solvent refractive indices, and terms that might characterize solvent electrophilicity and 
nucleophilicity (4), Subsequently, Makitra and Pirig(5) added a cohesive energy 
density term, namely Hildebrand's δ 2 values, (ΔΗ^p-ΙΙΤχν,ηοΐ^., to characterize 
the energy necessary to generate a cavity in the solvent (6,7). The origin of the 
solvent electro- and nucleophilicity parameters is of some concern, as pointed out by 
Abraham, Taft, and coworkers (8,9) Taft and coworkers provided their own 
multiparameter approach to solvent effects using a solvatochromically derived 
parameter to represent dipole-dipole interactions called π*, and solvent hydrogen 
bond donating, a, and accepting, β, parameters derived from nmr measurements, and 
the Hildebrand δ 2 parameter (although early papers used the square root of δ 2 ), see 
equation 1.: 

In k = ρπ* + act + bp + ν δ 2 + c (1) 

More sophisticated variations on the Taft equation include a polarizability correction 
in π*. The range of successive applications of the Taft equation is remarkable. If 
there are any criticisms of the Taft approach, they focus on the use of a 
solvatochromically derived parameter, π*, which leads to difficulty in interpreting the 
coefficients of the parameters without reference to other correlations. 

Our interest in solvent effects on reactions began with the revelation by Carpenter 
(10) and by Grieco and Brandes (11) that addition of water to the Claisen 
rearrangement reaction medium increased the rate of reaction. Carpenter attempted to 
correlate this behavior with solvent Ej values but found that highly aqueous media 
provided rate accelerations larger than predicted on the basis of correlations with less 
polar media. The increases in rate observed with addition of water are not enormous. 
Typically, factors of 3-20 are obtained over a limited range of solvents which rarely 
includes pure water since neutral allyl vinyl ethers are not soluble in water. Yet, 
mechanistic hypotheses invoking ion-pairs was promoted by Carpenter with a stimulus 
by Arigoni. This is in a paper jointly authored by the Cornell group and the Indiana 
group at the request of the editors despite the fact that each group had different 
hypotheses and conclusions (10). 

In order to quantify solvent effects over the entire range of solvent possibilities, 
Brandes determined the relative rates of rearrangement with an allyl vinyl ether having 
a small hydrocarbon chain ending in an ester function or a carboxylic acid function (see 
Table I). The ester is soluble in less polar media while the carboxylate is soluble in 
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16. GAJEWSKI & BRICHFORD Factor Analysis of Solvent Effects 231 

Table I. Relative Rate constants for the Claisen Rearrangement 

(CH2 ) 5 C 0 2 R ( C H 2 ) 5 C 0 2 R 

SOLVENT k r f t 1 ( R = Na) k r f t i ( R = CH!) 
Water 214. 
Trifluoroethanol 31. 56. 
Methanol 9.4 8.6 
Ethanol 6.1 
Isopropyl alcohol 5.0 
Dimethyl sulfoxide 3.2 
Acetonitrile 3.1 
Acetone 2.1 
Benzene 2.0 
Cyclohexane 1.0 

more hydroxylic media. In solvents where both materials are soluble, the rates differ 
by no more than a factor of two. 
The rate response of the rearrangement to different solvents cannot be understood by 
recourse to a single solvent parameter. For instance, the correlation with Ε χ values 
gives: 

Ink = -.141 E T / R T -4.87 r = 0.893 (SD = 0.725, Range = 5.37) (2) 

If only the hydroxylic solvent data (using, in addition, mixed solvent data provided in 
ref 11) is analyzed, correlation is obtained with Grunwald-Winstein Y values (12,13) 
where Y is defined as log k (solvolysis tert- butyl chloride in the solvent relative to log 
k of solvolysis in 80% aqueous ethanol (1:4 water, ethanol v/v): 

log k(Claisen) = .33 * Y + c (3) 

However, despite the correlation with ionization reactions, the sensitivity of the 
response to Y is much smaller than any yet observed for a solvolysis reaction including 
that for allylic rearrangements via ion-pairs studied by Goering (14). The conclusion 
was that there is not much polar character in the Claisen rearrangement transition 
state. When the Taft factors are applied to the Brandes data (10 pure solvent points) 
an excellent correlation is obtained: 

In k = 1.273π* + 1 69α -0.77β +2.6Ô2 - 0.344 (r = 0.994) (4) 
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232 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

Besides the concern over what the coefficients mean in terms of difference between 
ground and transition state, there is the concern over the extent to which the 
parameters are independent and are complete. Completeness is inferred by the 
goodness of fit, but independence is more problematic. The π* parameter may have 
some contributions from the other parameters since the π* parameters were largely 
unchanged after addition of the cohesive energy density term. But again, the 
coefficients have meaning only in comparison to other correlations. For instance, 
application of the Taft equation to the solvolysis of ter/-butyl chloride in a wide variety 
of solvents gives: 

In k = 11.9π* + 9.93α + 3.32β + 6.75δ 2-15.6 (r = 0.981) (5) 

Clearly, the Brandes data has a much smaller response to all parameters than the 
solvolysis data, but the α and δ 2 coefficients are relatively larger than the π and β 
coefficients relative to the solvolysis data suggesting greater importance of hydrogen 
bonding and solvent-solvent interaction in the Claisen rearrangement. But a question 
of quantification remains. 

In an effort to provide more insight into solvent effects and stimulated by the 
work of Beak (15,16), we utilized a four parameter equation using the Kirkwood-
Onsager function (2,3), the δ 2 parameter (cast in units to provide an energy when 
multiplied by a volume in ml/mole), (6,7) and α' and β' values derived from single ion 
transference data of A. J. Parker (17) and Y . Marcus (18) from water to a variety of 
solvents using chloride ion and potassium ion, respectively, to represent the specific 
donation of a hydrogen bond from solvent and specific hydrogen bond accepting 
ability of the solvent, respectively. This equation was called the K O M P H equation 
(equation 7) after Kirkwood, Onsager, Marcus, Parker, and Hildebrand (19). These 
parameters would appear to be independent and would have coefficients which by 
themselves would provide insight into the ground and transition states for reactions. 

In k = p (ε-1)/(2ε+1) + a α' + b β* + ν δ 2 + const (6) 

These parameters were chosen after examination of the terr-butyl chloride solvolysis 
rate data provided by Abraham (20). Here, the free energy of partitioning of tert-
butyl chloride between various solvents and dimethylformamide (DMF) was 
determined revealing the teri-butyl chloride was less stable in water than in methanol 
by roughly 5 kcal/mol. Further, we found that the Hildebrand cohesive energy 
density alone correlated the data directly. Thus, the solvents with great 
intermolecular attractions, like water, ethylene glycol, and formamide, are destabilized 
by addition of a hydrocarbon-like material. From the solvent effect data on the 
ground state and the effect of solvent on the rate of solvolysis of ter/-butyl chloride, 
Abraham could determine the effect of solvent on the transition state. This 
information is remarkable in that the transition state is stabilized to only a small extent 
by the dielectric constant of the solvent provided that the dielectric constant is greater 
than 10. For instance, in water the solvolysis transition state is only 1 kcal/mol more 
stable than it is in methanol. The effect of dielectric constant is seen only in the 
examination of solvents with low dielectric constant. Indeed, the data would seem to 
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roughly correlate with the Kirkwood function except for solvents like trifluoroethanol 
and hexafluoroisopropyl alcohol in which the transition state for solvolysis is much 
more stable than expected on the basis of dielectric constant. These two solvents are 
unique in their ability to donate hydrogen bonds, and this is exactly what is necessary 
to stabilize the departing chloride ion in the solvolysis transition state. It therefore 
seemed appropriate that a multiparameter correlation equation should include the 
Kirkwood function, the Hildebrand cohesive energy density and some measure of 
hydrogen bond donating ability, and, because of the work of pioneers in the area, a 
term involving hydrogen bond accepting ability. Thus, the chloride and potassium ion 
transference data seemed appropriate starting points for these parameters. 

In published work (19), the free energies of transference were used directly 
without correction for solvent dielectric constant or δ 2 . The dielectric constants for 
all solvents listed were sufficiently high that no effect should be noted, but these led to 
an arbitrary choice of zero for the gas phase and very non-polar solvents. For the 
solvents not listed, interpolations from Tail's data were used. It was also assumed 
that differential cohesive energy density effects were small, an assumption which in 
retrospect (see below) was unnecessary, but fortunately not disastrous. Despite the 
assumptions, this equation provided great insight not only into the effect of solvents on 
reactions but into important attributes of the reaction itself. Thus, the ter/-butyl 
chloride solvolysis reaction was characterized by: 

In k = 18.9 (ε-1)/(2ε+1)+ 52.8 α' - 0.76 β' + 10.1 δ 2 - 15.4 (r = 0.989) (7) 

Here the coefficient of the Kirkwood-Onsager function is related to the square of 
dipole moment change from ground state to transition state divided by the cube of the 
solvent cavity (assuming it doesn't change much in the reaction). For a cavity of 4 
Angstroms, a dipole moment change calculated is 7 D. Hydrogen bonding is 
important, and the coefficient of the a* term is about 90% of the value for chloride ion 
transfer between solvents. The β' value is negligible consistent with little nucleophilic 
participation by the solvent. The coefficient of the δ 2 term is the negative of a volume 
change from ground state to transition state, and it should be compared to - 20 
cc/mole, the Activation Volume for the solvolysis reaction determined from external 
pressure studied in a variety of reactions. When the ground state relative energies and 
transition state relative energies are examined separately, it is clear that the teri-butyl 
chloride solvolysis reaction is governed by ground state destabilization, which is 
correlated with the δ 2 term in more polar media, and by transition state stabilization, 
which is correlated with the K O function in less polar media. Solvent hydrogen 
bonding to chloride leaving group in the transition state is always important. 

In addition to the successful application of the K O P M H equation to the 
solvolysis reaction its application to Brandes' Claisen rearrangement data lead to 
important insights: 

In k = 9.55 α' - 2.44 β' + 3.77 δ 2 -0.071 (r = 0.968) (8) 

Here the solvent dielectric constant is unimportant and the alpha' and δ 2 terms are 
most important. This suggests no change in dipole moment from ground state to 
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transition state, but a smaller transition state volume, which should be the case, and 
increased hydrogen bonding in the transition state...presumably because the oxygen is 
more negatively charged than in the vinyl ether ground state. Compensating changes 
in charges lead to the same dipole moment as in the ground state. The conclusion of 
increased hydrogen bonding in the transition state was reinforced by solvent Monte 
Carlo calculations of Jorgensen who also found little change in dipole moment in the 
transition state in an ab initio calculation (21). This contrasts with suggestions by 
Carpenter (10) and by Cramer and Truhlar (22) of polarization in the transition state. 

K O M P H 2 : Updated Hydrogen Bond Donating and Accepting Parameters 
Recently, we have made efforts to more appropriately parameterize the hydrogen 

bonding α' and β' values by correcting the single ion transference data for the effect of 
dielectric constant in the form of the Kirkwood-Onsager parameter and for δ 2 and 
placed the values on a scale that appropriately gives the energy of the reference ions, 
chloride and potassium ion, in the gas phase. Thus, for the solvents HMPA, acetone, 
acetonitrile, nitromethane, nitrobenzene, DMF, formamide, DMSO, methanol, ethanol, 
trifluoroethanol, water, ethylene glycol, and sulfolane, the a' and β' values were 
obtained by adjustment in the correlation the transference data of chloride ion and 
potassium ion, respectively, with the free energies of aquation of the gas phase ions as 
part of the data set to anchor the relative values. When this was done the parameters 
led to the following correlation of the ions with the KOPMH2 equation (each with r = 
0.999): 

In K (C1-) = 219.2 (ε-1)/(2ε+1) + 99.95 a - 0.08 β* - 6.74 δ 2 - 127.09 (9) 

In Κ ( K + ) = 254.1 (ε-1)/(2ε+1) + 0.36 α + 100.3 β' - 5.31 δ 2 - 136.5 (10) 

The values of the hydrogen bond donating and accepting ability were adjusted to give 
100. for the coefficient in the above correlations so that a measure of the importance 
of these parameters in any correlation could be compared with that for interaction with 
the reference ions. 

Unfortunately, ion transference data is not available for all of solvents used in 
organic chemistry so we attempted to generate a' and β' values from Tail's α and β 
parameters by examining the correlation of the values already determined with the Taft 
values. The following coefficients were obtained: 

α = 5.28 α' -0.15 (r = 0.982, SD = 0.11, range = 1.51-removed nitrobenzene) (11) 

β = 4.15 β' - 0.45 δ 2 +0.03 (r = 0.902, SD = 0.13, range = 1.05-removed EtOH) (12) 

Since the alpha values were reasonably correlated with one another, the α' values for 
other solvents were adjusted to provide a reasonable correlation with Tail's. The 
same was done with the beta values where β' for the other solvents were adjusted to 
give the same coefficients as obtained with the solvents from which the K + 

transference data was obtained. The validity of this approach can be questioned, 
particularly with solvents whose alpha and beta values approach 0.0 where the 
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intercepts for the Taft correlations differ from those from the ion transference data. 
Thus the α' and β' parameters for the weakly donating solvents or those not included 
in the transference data set can only be regarded as temporary. Nonetheless, their 
values are small in any event, so they cannot be substantially in error. 

Taft π* with K O M P H 2 
As a sidelight here, it is interesting to subject the Taft π* parameters for the solvents 
for which transference data is available to the KOMPH2 equation. Here is was found 
that all terms but the β' parameter are important, but overall the correlation is 
relatively poor. 

π* = 1.65 (ε-1)/(2ε+1) - 0.90 α' + 0.54 δ 2 - 0.01 (r = 0.870, SD = 0.13, 
range =1.09) (13) 

Itt is clear that π* has additional contributing factors that must be responsible for the 
success of the Taft equation. Over the broader range of solvents, the correlation of 
π* with the K O function gave a correlation coefficient of0.790. Only the addition of 
the rest of the parameters of the KOMPH2 equation provided a better correlation: 

π*= 2.10 (ε-1)/(2ε+1) -.86 α' - 0.94 β' + .71 δ 2 -.18 (r = 0.842, SD = 0.159, 
range = 1.09) (14) 

The variances in all the coefficients except the K O parameter are unacceptably large, 
so this reinforces concern over other factors that contribute to π*. Given the great 
success of the Taft approach, some effort might be spent understanding the physical 
origin of this parameter. 

Ε χ Values with K O M P H 2 
It is revealing to correlate another solvatochromically derived parameter that is in 

popular use, namely solvent Εχ values by using just the solvents for which 
transference data is available. Clearly, Εχ is less dependent on solvent dielectric 
constant than on hydrogen bond donating and accepting ability, and addition of the 
K O parameter and the δ 2 parameter only slightly improve the correlation: 

Εχ *1000/RT = 158.8 α' + 69.1 β' + 52.5 (r = 0.987, SD = 2.65, range = 54.3) (15) 

When the entire range of solvents is included in the correlation, the cohesive energy 
density term assumes some importance: 

E T*1000/RT = 116.2 α' + 34.5 β' + 21.3 δ 2 + 53.8 (r = 0.958, SD = 4.6, 
range = 54.3) (16) 

The solvents that deviate the most are acetic acid, tert-butyl alcohol, and benzonitrile. 
The former two may have overestimated a' values and the latter may have an 
underestimated β' value by comparison to correlations of the solvolysis of ter/-butyl 
chloride. Indeed, if these are removed from the correlation, the fit improves although 

D
ow

nl
oa

de
d 

by
 U

N
IV

 M
A

SS
A

C
H

U
SE

T
T

S 
A

M
H

E
R

ST
 o

n 
O

ct
ob

er
 1

7,
 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e:
 S

ep
te

m
be

r 
29

, 1
99

4 
| d

oi
: 1

0.
10

21
/b

k-
19

94
-0

56
8.

ch
01

6

In Structure and Reactivity in Aqueous Solution; Cramer, C., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1994. 



236 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

with less emphasis on the cohesive energy density term which can be removed with 
only a moderate degradation in quality of fit: 

E T*1000/RT = 142.8 α' + 63.8 β* +53.5 (r = 0.966, SD = 4.40, range = 54.1) (17) 

The importance of the specific solvation terms in Εχ values and the success of the 
many correlations with Εχ stresses the need to include specific solvation in any 
theoretical treatment. 

terf-Buryl Chloride Solvolysis with K O M P H 2 
Application of the KOMPH2 equation to the solvolysis of /erf-butyl chloride in 

only the solvents used to derive ion transference data provides important insights: 

In k = 46.1 α' + 11.4 δ 2 - 6.23 (r = 0.979, SD = 1.22, range = 19.0) (18) 

The data has little contribution from solvent dielectric or from solvent basicity. The 
latter is expected since cation solvation is difficult due to steric effects, but the former 
is quite unexpected until there is recognition of the near invariance of the K O 
parameter in this solvent regime. The K O function approaches its maximum rapidly 
and assumptotically with increasing dielectric constant. What is remarkable is that in 
this solvent regime, the hydrogen bond donation stabilizes the transition state, and the 
cohesive energy density destabilizes the ground state. In water both effects contribute 
nearly equally. In TFE, hydrogen bond donation is much more important. 
Secondarily, with the new hydrogen bond donating parameters, the extent of 
stabilization of chloride ion in the transition state by this effect is only half of that 
expected for transfer of chloride ion; this contrasts with nearly 90% transfer as 
suggested from the previous parameters. 

If a much larger range of solvents is examined, the dielectric effect is found to 
contribute: 

In k = 36.0 (ε-1)/(2ε+1) + 39.9 α' + 11.7 δ 2 -22.8 (r = 0.985, SD= 1.12, 
range=25.4) (19) 

The dielectric term suggests a change in dipole moment of roughly 10 D with a cavity 
radius of 4 A. Some concern should be expressed here since the mechanism of an 
ionization process in media with very poor dielectric properties may be different from 
that in the solvents in which ion transfer data was obtained. 

Claisen Rearrangement with K O M P H 2 
With the new parameters, the correlation of the Claisen rearrangement rate data 

gathered by Brandes is slightly different from the previous correlation in that the 
solvent basicity term is no longer significant: 

Ink = 9.43 a'+ 3.27 δ 2 -0.29 (r = 0.969, SD = 0.40, range = 5.37) (20) 
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The magnitudes of the contributions from hydrogen bonding and from the cohesive 
energy density are comparable in water while in TFE the hydrogen bonding is more 
important. Perhaps significant is the fact that the contribution of cohesive energy 
density is important in solvents such as cyclohexane and benzene. This may provide 
an explanation for the larger rate of Claisen rearrangements in solution than in the gas 
phase. 

Again, the correlation analysis is consistent with Jorgensen's recent calculations 
on the Claisen rearrangement in aqueous solution where increased hydrogen bonding 
in the transition state was found to be most important and changes in dipole moment 
from ground to transition state were much less important. Unclear is whether any 
insight on the effect of cohesive energy density arises from Jorgensen's calculations. 

New Experimental Data on the Claisen Rearrangement 
In an effort to characterize the transition state of the Claisen rearrangement in 

more aqueous media, we determined the secondary deuterium kinetic isotope effects at 
C-4 and C-6 of the parent allyl vinyl ether in xylene and aqueous methanol solvent 
systems at 100°C. The results (see Table II), when converted to i values using the 
equilibrium isotope effects (i values are the ratio of the logarithms of the kinetic 
isotope effect to the equilibrium effect), reveal a structure in all media that is similar to 
that in the gas phase (23). That is, there is little evidence for a change in transition 
state structure upon submersion of allyl vinyl ether in water despite a 15-30 fold rate 
enhancement relative to xylene solvent. 

T A B L E II. Secondary Deuterium Kinetic Isotope Effects for the 3,3-Shift of Allyl 
Vinyl Ether in /w-xylene, and in 28% and 75% aqueous methanol (% refers to volume 
percent methanol; Standard Deviations are in parentheses) 

Cpd. Temp 
°C. 

Solvent kH/kl>2 In kie/ln EIE k H ( 1 0 6 sec"1) 

4 -D 2 100. m-
xylene 

1.119 
(.019) 

0.37 (.04) 4.7 

6-D 2 100. m-
xylene 

0.953 
(015) 

0.155 (.05) 

4 -D 2 100. 75% 
MeOH 

1.059 
(.007) 

0.191 (.02) 46.1 

6-D 2 100. 75% 
MeOH 

0.981 
(018) 

0.06 (.06) 

4 -D 2 100. 28% 
MeOH 

1.145 
(04) 

0.44 (.09) 180.3 

6-D 2 100. 28% 
MeOH 

0.958 
(04) 

0.14 (.15) 

4 -D 2 160.3 gas 
phase 

1.092 
(.005) 

0.33 (.02) 0. ^(extra
polated) 

6-D 2 160.3 gas 
phase 

0.98 
(.005) 

0.16 (.05) 
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Concern as to what to expect for ionization to an ion pair lead to examination of 
the solvolysis of allyl mesylate in aqueous methanol. Remarkably, with the 1,1-
dideuterio material, no rearrangement of the label in either starting material or product 
was observed while the reaction was being monitored by proton N M R using 
deuterated solvents at room temperature. Unsubstituted allyl systems have long been 
suspected to undergo direct substitution by solvent, and this is further proof of that 
hypothesis (24). 

This, however, raises still another concern about mechanisms involving ion pairs. If 
a good leaving group attached to an allyl moiety does not induce heterolysis, how 
should a substantially poorer leaving group? To pursue this more quantitatively, if the 
rate constant for reaction of allyl mesylate in aqueous methanol is a maximum value 
for the rate constant for heterolysis, then replacement of the mesylate by an enol ether 
should reduce the heterolysis rate constant by roughly the K a difference of the 
corresponding conjugate acids. This is roughly a factor of ten powers often. Since 
the Claisen rearrangement is conducted at 100°C, the heterolysis rate of allyl vinyl 
ether at that temperature might be a thousand times faster which is still a factor of 
roughly 10 million times slower than the actual rearrangement. We conclude that 
there is no evidence for heterolysis, even to a small extent, with unsubstituted allyl 
vinyl ether. 

25° C ^ \ 
^ CD2OMs • ^ CD2OMe (OD) 

C D 3 O D / D 2 0 

Claisen Rearrangements with Increased Polarity in the Transition State. 
The Claisen rearrangement reaction that appears to have the most polar 

character is that of C-4 alkoxy-substituted allyl vinyl ethers studied by Coates and 
Curran (25,26). Thus, 4-methoxy allyl vinyl ether rearranges roughly 100 times faster 
than the parent allyl vinyl ether in benzene solution. Further, the rearrangement is 18 
times faster in methanol than in benzene compared with a factor of 1.7 for the parent 
system in these two solvents. 

k (benzene) = 96 χ k parent (benzene) 
k (MeOH) = 18 χ k (benzene) 

In a more dramatic comparison, the rate of rearrangement of a Γ-ethoxy 
substituted O- allyl-1 -cyclopentenyl ether in 80% aqueous ethanol is 70 times faster 
than the rearrangement of the same ether in benzene. However, under these 
conditions the rate difference for ter*-butyl chloride ionization can be estimated to be 
10,000,000. Thus the differential solvent stabilization of the Claisen rearrangement 

D
ow

nl
oa

de
d 

by
 U

N
IV

 M
A

SS
A

C
H

U
SE

T
T

S 
A

M
H

E
R

ST
 o

n 
O

ct
ob

er
 1

7,
 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e:
 S

ep
te

m
be

r 
29

, 1
99

4 
| d

oi
: 1

0.
10

21
/b

k-
19

94
-0

56
8.

ch
01

6

In Structure and Reactivity in Aqueous Solution; Cramer, C., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1994. 



16. GAJEWSKI & BRICHFORD Factor Analysis of Solvent Effects 239 

transition state is only about a fifth of the free energy of the differential stabilization of 
the transition state for ionization. 

k (80% aq. EtOH) = 70 χ k (benzene) 

Diels-AIder Reactions 
Blokzijl, Engberts, and Blandamer studied the reaction of cyclopentadiene with 5-

methoxy-1,4-naphthoquinone and provided the most extensive list of solvent rate 
effects on the Diels-Alder reaction yet published (26). With the current set of 
parameters the KOMPH2 correlation equation provides: 

In k = 12.90 α' - 6.28 δ 2 - 7.63 (r = 0.979, SD = 0.486, range = 8.7) (21) 

If the methanol point is removed the correlation improves to: 

In k = 13.98 α' - 6.12 δ 2 - 7.61 (r = 0.989, SD = 0.362, range = 8.7) (22) 

This correlation suggests the importance of hydrogen bonding, perhaps in the form of 
general acid catalysis of the reaction by protonation of the carbonyl groups of the 
dienophile, and the importance of cohesive energy density destabilizing the ground 
state relative to the transition state recognizing there is a reduced volume in the 
transition state. Most Diels-Alder reactions have activation volumes of -20 to -35 
ml/mole so the coefficient of the cohesive energy density is not tracking activation 
volumes directly. 

Blokzijl, et. al found that in dilute aqueous solvents the Diels-Alder rate effect 
arises primarily from changes in the potential energy of the initial state and that the 
activated complex is only moderately sensitive towards solvent effects. This initial 
state effect was called the "enforced hydrophobic interaction" and is clearly evident in 
the correlations provided here (27,28). Whether or not hydrogen bonding plays an 
important role in the Blokzijl et. al analysis is not clear. It is interesting that 
Jorgensen's calculations on simple Diels-Alder reactions reveal the importance of 
increased hydrogen bonding in the transition state (29). 

Summary 
It is possible to model, with reasonable accuracy, the effect of solvents on 

solvolysis reactions, Claisen rearrangements, and Diels-Alder reactions using a 
multiparameter approach employing the Kirkwood-Onsager function, the Hildebrand 
cohesive energy density, and hydrogen bond donor and acceptor parameters based on 
chloride and potassium ion transference data. These parameters even provide insight 
into the origin of the success of the single parameter solvent characterization scheme 

D
ow

nl
oa

de
d 

by
 U

N
IV

 M
A

SS
A

C
H

U
SE

T
T

S 
A

M
H

E
R

ST
 o

n 
O

ct
ob

er
 1

7,
 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e:
 S

ep
te

m
be

r 
29

, 1
99

4 
| d

oi
: 1

0.
10

21
/b

k-
19

94
-0

56
8.

ch
01

6

In Structure and Reactivity in Aqueous Solution; Cramer, C., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1994. 
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A P P E N D I X 1. Solvent Parameters for the K O M P H 2 equation 
# SOLVENT ε-1/2ε+1 Alpha' Beta' CED 
34 CS2 .2611 .0000 .0000 .1000 
33 Sulfolan* .4829 .0445 .1680 .2800 
32 Pyridine .4441 .0000 .1500 .1880 
31 Et3N .2432 .0000 .2031 .1000 
30 EtGlyc* .4804 .2065 .1703 .3580 
29 HCOOH .4873 .2973 .0000 .3600 
28 HOAc .3864 .2493 .1250 .3435 
27 HFDP .4993 .4273 .0000 .1507 
26 H20* .4905 .2582 .1664 .9270 
25 TFE* .4724 .2902 .0203 .2314 
24 MeOH* .4773 .1958 .1305 .3461 
23 EtOH* .4698 .1789 .1203 .2736 
22 iPrOH .4632 .1424 .1953 .2250 
21 tBuOH .4423 .1246 .2344 .1890 
20 DMSO* .4841 .0685 .2016 .2850 
19 HCONH2* .4933 .1763 .1594 .6105 
18 DMF* .4798 .0431 .1984 .2344 
17 PhN02* .4788 .0961 .0672 .2060 
16 CH3N02* .4794 .0913 .0852 .2675 
15 PhCN .4708 .0000 .0953 .2074 
14 CH3CN* .4803 .0662 .1241 .2326 
13 CH3COCH3* .4646 .0356 .1758 .1530 
12 EtOAc .3850 .0000 .1000 .1338 
11 CH2C12 .4217 .0623 .0000 .1650 
10 CHC13 .3587 .0890 .0000 .1500 
9 HMPA* .4751 .0071 .2266 .1240 
8 THF .4072 .0000 .1234 .1458 
7 Dioxane .2232 .0000 .0938 .1688 
6 Et20 .3447 .0000 .0984 .0950 
5 nBu20 .2917 .0000 .0969 .1000 
4 Ph-H .2302 .0089 .0313 .1414 
3 CC14 .2263 .0000 .0000 .1246 
2 cyc-C6 .2024 .0000 .0000 .1134 
1 gas* .0000 .0000 .0000 .0000 

alpha' and beta' data are derived from transference data and free energies of aqua 
of chloride and potassium ion, respectively. The solvent parameters are in units 
appropriate for the equation: 

In Keq(or k)= dmu*(e-l/2e+l) + a*a* + b*p' + V*CED + C 
where: dmu = 24.2*((mu**2/r**3)ts-(mu**2/r**3)gs); mu is in D; r is in Angstroms; 

e is the dielectric constant; 
a is the specific H bonding percent relative to that of CI"; 
b is the specific cation solvation percent relative to that of K + ; 
V is in ml/mol; 
C is the gas phase value of In Keq or In k. 
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in the form of solvent Ej values which are based on uv wavelength shifts. An 
important take-home lesson is that the most important effect of solvent on these 
organic reactions is hydrogen bonding and response to solvent cohesive energy 
density. Dielectric effects, generally are unimportant unless the solvent regime 
capable of being studied includes very low and moderately high dielectric constants, 
and even then, the reaction must involve large changes in ionic character. The Claisen 
rearrangement and the Diels-Alder reaction are not among the reactions in this latter 
category. 
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Chapter 17 

Claisen Rearrangement of Allyl Vinyl Ether 
Computer Simulations of Effects of Hydration and 

Multiple-Reactant Conformers 

Daniel L. Severance and William L . Jorgensen1 

Department of Chemistry, Yale University, New Haven, CT 06511-8118 

A free energy of hydration profile for the Claisen rearrangement of allyl 
vinyl ether (AVE) has been obtained from Monte Carlo statistical 
mechanics simulations at 25 °C. The gas-phase minimum energy 
reaction path through the chair transition state was determined from ab 
initio 6-31G(d) calculations and was followed in a periodic cell 
containing 838 water molecules. The transition state is computed to be 
3.85 ± 0.16 kcal/mol better hydrated than the reactant, which 
corresponds to a rate increase by a factor of 664 over the gas-phase 
reaction. This large effect is shown to be consistent with available 
experimental data. The origin of the effect is analyzed. The energetic 
impact of multiple conformational states for the reactant has also been 
considered. 

For chemical reactions, changes in polarity between the reactants and transition state 
lead to rate variations in different solvents (7). The effects can be profound with rate 
ratios of 10^ or more for comparisons of alternate solvents and up to 10^0 when the 
gas phase is included (2). However, some classes of reactions are relatively immune 
to solvent effects since they have "isopolar transition states" (7). With the exception 
of dipolar cycloadditions, many pericyclic reactions have been considered to be in this 
category (7). However, the generality of this notion was strikingly challenged by 
observations that simple Diels-Alder reactions could show rate accelerations by factors 
of 10^ - 10^ in aqueous solution over hydrocarbon solvents (3,4). Scrutiny of the 
literature reveals comparable solvent dependence for the rates of Claisen 
rearrangements as well (5). The data of White and Wolfrath from 1970 are 
particularly notable (5a). They found a rate increase by over a factor of 300 for the 
rearrangement of allyl g-tolyl ether in going from the gas phase to progressively more 
polar solvents; the greatest rate was in p.-chlorophenol, though they did not obtain data 
in pure water. 

Efforts in our laboratory have been directed at understanding the origin of such 
solvent effects at the molecular level through computational modeling. This is not 
only technically challenging, but also affords the opportunity to better characterize the 
electronic structure of transition states and to reveal details about their solvation,which 

1 Corresponding author 

0097-6156/94/0568-0243$08.00/0 
© 1994 American Chemical Society 
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can provide insights for catalyst design. The present work focuses on the parent 
Claisen rearrangement of allyl vinyl ether (AVE) in the gas phase and aqueous 
solution. In addition to the effect of hydration on the free energy of activation, which 
was the subject of a prior communication (6), consideration is also given here to the 
existence of multiple conformational states for the reactant. The population of this 
manifold of states is not normally considered in computational studies on reaction 
energetics. 

Computational Procedure 

The computational approach is an updated version of our efforts on Sjq2, addition, 
and association reactions (7). Ab initio molecular orbital calculations are used to 
locate the transition state(s) for the reaction and to obtain a minimum energy reaction 
path (MERP) in the gas phase. The ab initio calculations are also used to provide 
partial charges for the reactants along the reaction path, which are needed for the 
potential functions that describe the intermolecular interactions between the reacting 
system and solvent molecules. The reacting system is then placed in a periodic cell 
with hundreds of solvent molecules and the changes in free energies of solvation 
along the reaction path are computed in Monte Carlo simulations with statistical 
perturbation theory. These calculations provide the key thermodynamic results and 
great detail on the variations in solvent-solute interactions along the reaction path. 

Ab Initio Calculations. The present ab initio calculations were performed with 
the GAUSSIAN 92 program using the 6-31G(d) basis set, which includes a set of d-
orbitals on carbon and oxygen (8). Such RHF/6-31G(d) calculations were previously 
carried out by Vance et al. to locate structures for the reactant, chair transition state, 
and product (9). Reaction path following (70) was then performed (8) to generate a 
143 frame "movie" along the minimum energy reaction path from one conformer of 
A V E through the transition state to 4-pentenal. 6- 31G(d)//6-31G(d) optimizations 
were also executed to locate eight additional low-energy minima for A V E . A l l 
stationary points were confirmed via calculations of the vibrational frequencies. This 
further permitted computation of the relative free energies of the stationary points in 
the gas phase using standard statistical mechanical procedures (77). For the latter 
purpose, the computed vibrational frequencies were scaled by 0.91 to be more 
consistent with experimental values, and scaled frequencies below 500 cnW were 
treated as classical rotations with E v = RT/2 (72). The nine conformers for A V E are 
shown in Figure 1 along with their relative 6-31G(d)//6-31G(d) energies and dipole 
moments. 

Fluid Simulations. Monte Carlo calculations were performed along the gas-
phase M E R P using statistical perturbation theory to compute the changes in free 
energies of hydration. The intermolecular interactions are described by potential 
functions with the potential energy, A E a ^ , consisting of Coulomb and Lennard-Jones 
terms between the atoms i in molecule a and the atoms j in molecule b, which are 
separated by a distance ry (equation 1) (13). A l l atoms are explicit and 

the TIP4P model was used for water (13a). In all, 59 frames (structures) along the 
MERP were utilized. Partial charges (q) were obtained for each of these from the 6-
31G(d) ab initio calculations using the C H E L P G procedure for fitting to the 
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electrostatic potential surface (14). Mulliken charges were also considered; however, 
they showed more variation in going to the 6-31+G(d,p) basis set, computed dipole 
moments with the Mulliken charges deviated significantly (0.5 - 1.4 D) from the 6-
31G(d) and C H E L P G values, and the general superiority of 6-31G(d) C H E L P G 
charges for computing free energies of hydration was previously demonstrated (15). 
The C H E L P G charges are given in Table I for the reactant, transition state, and 
product along the M E R P with the atom numbering illustrated below. The 
conformation of A V E on the MERP corresponds to structure 4 in Figure 1. Standard 

all-atom Lennard-Jones parameters (σ, ε) (13) were adopted with geometric 
combining rules for the reactant and product and scaled as hybridization changed 
along the MERP. The variations in σ and ε are modest, as summarized in Table I. 

The simulations were executed in the NPT ensemble at 25 °C and 1 atm with 
Metropolis and preferential sampling (16). The system consisted of 838 water 
molecules and the solute in a periodic cell ca. 30 À on a side. The BOSS program 
(17) perturbed the system between frames and computed the change in AG^yd v * a 

statistical perturbation theory (16,18). Utilization of the 59 frames required 29 
separate Monte Carlo simulations with double-wide sampling (19). The perturbations 
are performed from one frame to the two adjacent frames on either side; the three 
images of the reacting system are overlaid maximally in an rms sense for the atomic 
positions, and a common dummy center point is used as the origin for the rigid-body 
rotations so that the three images do not separate upon rotation. Each simulation 
entailed 1 χ 10^ (1M) configurations of equilibration followed by 4M configurations 
of averaging. Solute-water interactions were included for waters with an oxygen 
within 10.5 À of any solute atom, and the water-water cutoff was at 10.5 À based on 
the O-O distance. The interactions were feathered to zero quadratically between 10.0 
and 10.5 Â. The individual molecules were kept rigid in the simulations; only 
translations and rigid-body rotations were sampled. 

S C R F Calculations for A V E . Estimates of the relative free energies of 
hydration for the 9 conformers of A V E in Figure 1 were obtained from four self-
consistent reaction field (SCRF) procedures. These are needed to obtain the energetic 
effects of including all 9 conformers as opposed to just 4 on the free energy of 
activation for the reaction in water. Only the chair conformer of the transition state 
required consideration since the alternative boat form is 4-7 kcal/mol higher in energy 
(9). In each case the 6-31G(d) optimized geometries were used without 
reoptimization in the reaction field; for a given SCRF method, reoptimization for 
neutral molecules normally has negligible energetic effects (20), and for the present 
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Table I. Potential Function Parameters for the Claisen Rearrangement of A V E 

Atom 

Reactant (4) Transition State Product 

Atom q σ ε q σ ε q σ ε 

CI -0.574 3.550 0 070 -0.416 3 545 0.070 -0.071 3.500 0.066 
C2 0.216 3.550 0 070 0.296 3 549 0.070 0.542 3.550 0.070 
03 -0.413 3.000 0 170 -0.485 2 995 0.175 -0.533 2.960 0.210 
C4 0.407 3.5(H) 0 066 0.161 3 506 0.067 -0.429 3.550 0.070 
C5 -0.122 3.550 0 070 -0.479 3 546 0.070 -0.101 3.550 0.070 
C6 -0.425 3.550 0 070 0.014 3 .545 0.070 0.145 3.500 0.066 
H7 0.179 2.420 0 030 0.105 2 .428 0.030 0.014 2.500 0.030 
H8 0.218 2.420 0 030 0.183 2 .428 0.030 0.037 2.500 0.030 
H9 0.088 2.420 0 030 0.045 2 .422 0.030 -0.032 2.420 0.030 
H10 -0.019 2.500 0 030 0.090 2 .490 0.030 0.172 2.420 0.030 
H l l -0.019 2.5(H) 0 030 0.082 2 .490 0.030 0.175 2.420 0.030 
H12 0.120 2.420 0 030 0.207 2 .427 0.030 0.108 2.420 0.030 
H13 0.173 2.420 0 030 0.092 2 .428 0.030 -0.013 2.500 0.030 
H14 0.173 2.420 0 030 0.105 2 .428 0.030 -0.013 2.500 0.030 

Charges in electrons, σ in À, ε in kcal/mol. D
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17. SEVERANCE & JORGENSEN Oaken Rearrangement of Allyl Vinyl Ether 247 

Rel. E=0.0 Rel. E=0.18 Rel. E=1.04 
μ=0.91 μ=0.88 μ=0.96 

7 8 9 

Rel. E=1.67 Rel. E=L82 Rel. E=L91 
μ=1.89 μ=1.72 μ=1.65 

Figure 1. Optimized 6-3lG(d)//6-3lG(d) structures for the nine conformers of 
allyl vinyl ether. Relative energies are given in kcal/mol and dipole moments 
are in Debyes. The optimized values for the three central dihedral angles are 
shown. 
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248 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

comparative purposes, it is desirable to keep the geometries the same for all methods. 
Two of the four procedures involved an A M I calculation with the SM2 method (20) 
and a PM3 calculation with the SM3 method (21) using the A M SOL program (22). 
The MST method (23) was also used with A M I and 6-31G(d) wavefunctions in a 
modified version of GAUSSIAN 92 (8,23c). The relative free energies of hydration 
for the 9 conformers could be obtained from Monte Carlo simulations with the explicit 
TIP4P water model. This was not done in view of the associated large computational 
effort; the SCRF results should be adequate to illustrate the magnitude of the energetic 
effects of including the additional conformers. 

Results and Discussion 

Gas-Phase Energetics. The key variables for the conformational search for 
A V E were the three dihedral angles of the C2-0-C4-C5 fragment since the double 
bonds restrict rotation about C1-C2 and C5-C6. Starting structures for optimizations 
were obtained by systematic variation of the three central dihedral angles. This 
resulted in the 9 structures in Figure 1, whose status as true minima was verified by 
the vibrational frequency calculations at the 6-31G(d)//6-31G(d) level. Basically, the 
dihedral angle about C2-0 prefers to be near 0° or 180° to maintain conjugation for the 
vinyl ether fragment, while dihedral angles near 0°, 120°, and 240° are preferred about 
C4-C5 to provide the usual eclipsing of a vinyl group to the bonds attached to an 
adjacent sp3 carbon (C4). The normal preference for staggered geometries about an 
sp3 C - Ο ether bond is then expected and yields preferred dihedral angles near 180° 
and ±60° for the central C4-0 bond. Of the 2 χ 3 χ 3 = 18 likely conformers, 
symmetry equivalence and steric clashes reduce the number of resultant unique 
minima to the 9 shown in Figure 1. Remarkably, their relative energies fall in a less 
than 2 kcal/mol range at the 6-31G(d)//6-31G(d) level, so significant populations of 
more than one conformer are expected near room temperature. It may also be noted 
that the computed dipole moments for the structures fall into two groups with values 
near 1.0 D and 1.8 D. The difference is primarily related to the C1-C2-0-C4 dihedral 
angle, which is near 0° and 180° for the two groups, respectively. 

The computed structures and vibrational frequencies were then used to 
compute the relative free energies for 1 - 9, as summarized in Table II. Though 
conformer 1 remains the lowest in free energy, there is substantial reshuffling of the 
order of the other conformers between energy and free energy. It may be noted that 
2, the 0° - 180° - 0° conformer, which is only 0.18 kcal/mol above 1 in energy is 1.23 
kcal/mol higher in free energy. Part of the change results from an RT In 2 (0.41 
kcal/mol) symmetry correction disfavoring 2 relative to the other conformers since it is 
the only achiral conformer. 2 was taken as the geometry for A V E in the study by 
Vance et al. (9). On the other hand, 4, which is 1.36 kcal/mol higher in energy than 
1, becomes the second most favorable conformer in free energy, only 0.11 kcal/mol 
above 1. 

Nine structures along the computed MERP are illustrated in Figure 2. Details 
on the 6-31G(d)//6-31G(d) geometries for the transition state are reported elsewhere 
(9,24) The length of the breaking bond, 0-C4, is 1.918 À and the length of the 
forming bond, C1-C6, is 2.266 À at the 6-31G(d)//6-31G(d) level. These values 
increase to 2.100 and 2.564 À, respectively, in the (6/6)CASSCF/6-3 lG(d) optimized 
geometry, which yields improved agreement with observed kinetic isotope effects 
(24). However, both transition state structures correspond to a concerted process, 
which also emerges from the experimental isotope effects study (25). As noted 
previously, the 6-3 lG(d)//6-3 lG(d) activation energy and free energy are too high, 
ca. 49 kcal/mol in Table Π; MP2 corrections lower the figures by about 24 kcal/mol to 
a reasonable range (9). 

Given the results for the nine conformers of A V E in Table II, the effect of 
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250 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

Figure 2. Nine structures along the minimum energy reaction path for the 
Claisen rearrangement at the 6-31G(d)//6-31G(d) level. 
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17. SEVERANCE & JORGENSEN Oaken Rearrangement of Allyl Vinyl Ether 251 

including all of them rather than just one on the free energy of activation can be 
addressed. The free energy difference between populating just one conformer k and 
the full manifold of conformers is given by equation 2 where and Q are the 
corresponding partition functions and the sum is over all conformers i . 

AG = -RTln(QI Q,) = -RTln Xexpi-te-Gj/JCT-) (2) 

Of course, population of the other conformers makes A G negative, though it is the 
least negative for choosing k as the conformer with lowest free energy. In the present 
case, with conformer 1 as k, AG = -0.62 kcal/mol. Thus, the computed free energy 
of activation in the gas phase is raised by 0.62 kcal/mol by considering all of the A V E 
conformers. However, if conformers 2 or 4 were taken as the reference point for 
calculation of the free energy of activation, then considering all conformers would add 
1.85 and 0.73 kcal/mol, respectively. For accurate work, such corrections may be 
significant. 

Effects of Hydration. The Monte Carlo simulations in water yielded the change 
in the free energy of hydration, AGhyd» along the MERP. The results starting from 
conformer 4 at frame 1 are illustrated in Figure 3 by the 4 curves, which correspond to 
averaging for 1M to 4 M configurations. It is apparent that the results are well-
converged after 2M configurations. The TS at frame 83 has the lowest AGhyd» 3.85 
± 0.16 kcal/mol (26), below the reactant. The curvature of the AGhyd curve is less 
than for the gas-phase MERP, so the transition state is not predicted to shift along the 
M E R P upon transfer to water. Without adjusting for the population of other A V E 
conformers in water, which will not have great effect because of the low free energy 
for 4 (Table Π), the implied rate increase is a factor of 644 over the gas phase. This 
assumes no solvent dynamical effects on the barrier crossing, as in classical TS theory 
(27). Perusal of the experimental data starts with the measured relative rates for A V E 
of 1:4:58 in di-n-butyl ether, ethanol, and 2:1 methanol/water at 75 °C (5c). These 
give a Grunwald-Winstein m value of 0.4, which leads to a predicted relative rate of 
876 in water; however, kinetic data on 4-substituted AVE' s in solvents from 
cyclohexane to water suggest a relative rate in water closer to 150 (5d). Furthermore, 
the gas-phase kinetics indicate a rate of 0.031 χ 10"6 sec"1 at 75°C (28), while the rate 
in di-n-butyl ether extrapolated to 75 °C is 0.276 χ 10~6 sec"1 (5e)y a factor of 9 
higher. Thus, when the range of media is extended from the gas phase to water, a 
substantial rate acceleration for A V E indeed emerges, ca. 10·* at 75 °C. Another 
potential comparison is for AAGhyd between 4 and the product, -2.88 kcal/mol in 
Figure 3. Experimental data are not available for these compounds; however, 
aldehydes are well-established to have lower AGhyd's than analogous ethers by 1-2 
kcal/mol (29). The SCRF values in Table II are 1-3 kcal/mol. 

Turning to the SCRF results for AGhyd °f 4 versus the transition state, the 
computed changes for the free energy of activation in water as compared to the gas 
phase are summarized in Table ΙΠ. Results from Still's generalized Born/surface area 
(GB/SA) method are also included using the 6-31G(d) structures and C H E L P G 
charges (30). The SCRF results are all qualitatively correct; however, the predicted 
rate accelerations are all too small. AM1/SM2 results were reported by Cramer and 
Truhlar as AAGhyd = 0.75 kcal/mol and k r e j = 4 (31). The differences from the 
results in Table ΙΠ stem from the use of A M I optimized structures in their study and a 
reactant structure corresponding to 3 rather than 4; the results are improved with use 
of the 6-31G(d) structures and in going to the SM3 or MST models (Table III). In 
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10 20 30 40 50 60 70 80 90 100 110 120 130 140 
Frame Number 

Figure 3. Computed changes in A G n y d by averaging for 1M to 4M 
configurations from the Monte Carlo simulations and the variation in the 6-
31G(d) dipole moment for the reacting system. The x-axis gives the frame 
number along the MERP; the transition state is at frame 83. D
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view of the number of features and terms in the SCRF treatments, it is difficult to trace 
the origin of their underestimates of the hydration effect. Cramer and Truhlar provide 
some discussion on this and suspect that the fault lies in the A M I charge distributions 
for the AM1/SM2 results (31). However, the results from the newer PM3/SM3 model 
are better, while switching to the 6-31G(d) wavefunction with the MST procedure and 
the 6-31G(d) C H E L P G charges with the GB/SA continuum model does not lead to 
substantial improvement. With the Monte Carlo approach and the associated two-

Table ΙΠ. Computed Changes in the Free Energy of Activation (kcal/mol) in 
Water versus the Gas Phase and the Corresponding Rate Enhancements, 
krç!, at 25 °C 

Method - A A G h y d

a 

krel 

AM1/SM2 1.66 16 

PM3/SM3 2.24 44 

AM1/MST 2.15 38 

6-31G(d)/MST 2.27 46 

GB/SA 2.10 35 

Monte Carlo 3.85 664 

Experiment15 (4.1) (1000) 

aThe difference in free energy of hydration of conformer 4 and the chair 
transition state. bEstimated - see text. 

body potential functions with 6-31G(d) C H E L P G charges, the reliability of the 
charges is undoubtedly the dominant element in getting correct relative free energies of 
hydration (75)· This approach can be criticized for ignoring solute polarization by the 
solvent since the partial charges are fixed from the CHELPG calculations. It appears 
that the polarization is included to some extent in an average way owing to 
overestimation of the polarity of molecules at the 6-31G(d) level (15,31). Another 
recent study of the effect of hydration on the rearrangement of A V E should be noted; 
Gao obtained a -AAGhyd of 3.5 kcal/mol ( k r e l = 368) with his combined A M 1/Monte 
Carlo approach (32). 

The effect of the population of other conformers besides 4 can be addressed 
for the free energy of activation in water. Equation 2 is again applied where the 
relative free energies of the conformers in water are given by the sum of the gas-phase 
value, A G 2 9 8 , and the SCRF AG n yd(298) results in Table II. The results for the gas 
phase and the four hydration models are given in Table II as AAGÎ. The effects in 
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water, 0.4-0.7 kcal/mol, are seen to be very similar to those in the gas phase, 0.7 
kcal/mol. This results from the limited variation in the calculated free energies of 
hydration of the 9 conformers. Consequently, there is little net solvent effect from 
this source; AG$ is lowered in water relative to the gas phase by 0.04 - 0.29 kcal/mol 
from population of the manifold of conformers rather than just 4. These corrections 
could be added to the AAGhyd values in Table III and slightly improve the agreement 
with the experimental estimate. Overall, for this reaction, the conclusion is that 
starting from a low-energy conformer of the reactant, the effects of including all 
conformers raises the computed free energy of activation by ca. 1 kcal/mol and the 
differential effect between the gas phase and aqueous solution is close to negligible. 

Origin of the Rate Acceleration in Water. A fundamental issue for Claisen 
rearrangements is the extent of dipolarity in the transition state (TS) (5). Substantial 
rate increases are observed in protic solvents for substituted cases that enhance 
putative enolate/allyl cation character. However, the origin of the computed 
acceleration from the Monte Carlo simulations is not partial ionization. The net 
C H E L P G charges on the H2C=CHO unit in A V E and the TS are -0.287 and -0.273 e 
(Table I), though solvent polarization of the solute was not included, as noted above. 
Even less charge separation is found in the MCSCF/6-31G(d) results (24). 

An alternative possibility emerged from the solute-water energy pair 
distributions, which were computed for the reactant (4), transition state, and product 
during the Monte Carlo simulations. These are given in Figure 4, which shows the 
number of water molecules on the y-axis that interact with the solute with the potential 
energy given on the x-axis. The bimodal nature of the curves reflects the hydrogen-
bonded water molecules in the bands at low energy and the interactions with the many 
distant water molecules in the spike between -2 and +2 kcal/mol. The number and 
average strength of the hydrogen bonds are clearly in the order reactant < product < 
transition state. Integration of the curves to -3.0 kcal/mol, where the break to the 
central spike occurs, yields estimates of 0.5, 1.7, and 1.8 hydrogen bonds for the 
reactant, product, and transition state. The -3.0 kcal/mol limit is probably too severe 
for the ether reactant; graphical examination of configurations from the simulation 
normally shows one water molecule hydrogen bonded to the ether oxygen, which is 
typical for ethers (75). 

Hydrogen Bonding Analysis. A full hydrogen-bonding analysis was then 
performed on configurations saved during the Monte Carlo simulations. A less 
stringent energetic cutoff for hydrogen bonding, -2.25 kcal/mol, was supplemented 
by a geometric limit of 2.5 Â for an Ο — Η hydrogen-bond length, which coincides 
with die first minimum in OH radial distribution functions. The analysis gave average 
numbers of hydrogen bonds of 0.9, 1.7, and 1.9 for the reactant, product, and TS 
with average strengths of -3.4, -4.5, and -4.7 kcal/mol. Typical examples of the 
water structure near the solutes are shown in Figures 5-7. The 1 and 2 hydrogen 
bonds with water for ether and carbonyl oxygens are normal (75). Clearly, the rate 
acceleration in water can largely be attributed to the increased number and strength of 
the hydrogen bonds to the ether oxygen in progressing from the reactant to the 
transition state. Also, the oxygen in the transition state is behaving in a hydrogen-
bonding sense as carbonyl-like rather than ether-like. There is enhanced polarization 
of the HC2-0 unit in proceeding from A V E to the TS that promotes hydrogen bond 
acceptance; the Ο becomes more negative by 0.07 e, which more than offsets the 
+0.04e change for HC2 (Table I). Continuing to the product, the Ο gains an 
additional 0.05 e; however, HC2 loses 0.17 e. In addition, the lengthening of the C4-
O bond to 1.92 À in the TS from 1.41 À in A V E increases the solvent-accessibility of 
the oxygen. It should be noted that hydrogen bonding also emerged as the dominant 
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1.0 

0.8 

0.6 

ο S 
0.4 

0.2 h 

0.0 

Product 
Transition State ' 
Reactant 

-8.0 -7.0 -6.0 -5.0 -4.0 -3.0 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0 
Interaction Energy 

Figure 4. Computed solute-water energy pair distributions for the reactant (4), 
transition state, and product from the Monte Carlo simulations. The y-axis 
records the number of water molecules that interact with the reacting system 
with the potential energy in kcal/mol shown on the x-axis. The units for the y-
axis are number of molecules per kcal/mol. 

Figure 5. Stereoplot of a random configuration from a Monte Carlo simulation 
of the reactant (4) in water. Only the first shell of water molecules is shown. 
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Figure 7. Stereoplot for the product, 4-pentenal, in water as in Figure 5. D
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element in a multiparameter analysis of solvent effects on the kinetics of Claisen 
rearrangements (33). 

The present results give some insights into desirable features for catalyst 
design. The hydrogen bonding results demonstrate the advantage of having two 
hydrogen-bond donating groups positioned to interact with the oxygen atom in the 
chair transition state. An illustrative structure extracted from the Monte Carlo 
simulations is shown below. A related, important recent event is the determination of 
the crystal structure of a chorismate mutase with a bound endo-oxabicvclic transition 
state analog (34). Chorismate mutases catalyze the Claisen rearrangement of 
chorismate to prephenate. The ether oxygen of the inhibitor makes a single hydrogen 
bond with a side-chain N H of arginine-90 (34). This is consistent with the normal 
hydrogen-bonding characteristics of ether oxygens, as noted above (15). The position 
of the ether oxygen is at the edge of a solvent-exposed region of the binding cleft. 

Based on the present results, it seems likely that in the transition state for 
rearrangement of a substrate, a second hydrogen bond to the oxygen would be present 
with the Arg-90 side chain or with a water molecule. 

The charge and structural reorganization is also reflected in changes in the 
dipole moment for the reacting system. As shown in Figure 3, the AGhyd a n c * dipole 
moment curves mirror each other until a little past the transition state, then the AGhyd 
profile levels off, while the dipole moment increases to the product. The 6-31G(d) 
dipole moments are 1.9 D for 4, 2.5 D for the transition state, and 3.1 D for the 
product. 

Conclusion 

A combined quantum and statistical mechanical approach has provided insights 
into the acceleration of the Claisen rearrangement of allyl vinyl ether in aqueous 
solution. Rather than partial ionization, an increase in the number and strength of the 
hydrogen bonds with the ether oxygen in going to the transition state has been 
identified as the chief contributor to the catalysis. The observed magnitude of the 
lowering of the free energy of activation in water is well-reproduced by the Monte 
Carlo simulations in an all-atom format with explicit representation of the solvent 
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molecules. Four SCRF treatments with continuum solvent models were found to 
uniformly underestimate the rate acceleration in water. The other principal issue to be 
addressed was the effect of including the populations of all conformers of the flexible 
reactant on the free energies of activation in water. Starting from a low-energy 
conformer such as 4, the effects are less than 1 kcal/mol and similar in the gas phase 
and in water. This does not mean that such contributions should be ignored, 
particularly since the effects could be much greater if a higher-energy conformer is 
taken as the reference point in the absence of a full conformational search. 
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Chapter 18 

Case Studies in Solvation of Bioactive 
Molecules 

Amiloride, a Sodium Channel Blocker, and β-Cyclodextrin, 
an Enzyme Mimic 

Carol A. Venanzi1, Ronald A. Buono1, Victor B. Luzhkov1,4, 
Randy J. Zauhar2, and Thomas J. Venanzi3 

1Department of Chemical Engineering, Chemistry, and Environmental 
Science, New Jersey Institute of Technology, Newark, N J 07102 

2Biotechnology Institute and Department of Molecular and Cell Biology, 
519 Wartik Laboratory, Pennsylvania State University, University 

Park, PA 16802 
3Department of Chemistry, College of New Rochelle, New 

Rochelle, NY 10805 

Molecular dynamics and the Lagevin Dipole, Induced Polarization 
Charge Boundary Element, and Self-Consistent Reaction Field static 
solvation models are shown to agree in their prediction of the relative 
solvation energy of conformers of amiloride. This is important since 
N M R experiments were unable to distinguish between the conformers 
in solution. Molecular dynamics simulation also showed that the 
protonated form of amiloride tends to remain planar on the average due 
to a high OCCN torsional barrier. This lends support to the hypothesis 
that amiloride most likely binds to D N A in a planar conformation. The 
Langevin Dipole model is also used with the AM1 semiempirical 
quantum mechanical method to compare the reaction paths for acetate 
phenol cleavage by hydroxide ion and by cyclodextrin. The results 
show that acylation at the 3'-hydroxyl of cyclodextrin is favored over 
the 2'-position by about 10 kcal/mol and that cyclodextrin lowers the 
activation energy barrier for acylation by about 10 kcal/mol compared 
to attack by hydroxide ion. 

Amiloride, A Potent Sodium Channel Blocker 

Amiloride, 1, is a novel acylguanidine diuretic which has been shown to be a potent 
inhibitor of sodium transport in a variety of cellular and epithelial systems u-4). 
Amiloride also binds to other systems such as the a- and β-adrenergic receptors (5,6) 
and D N A (7). Studies in this laboratory (8-U) have been directed towards the 
interpretation of structure-activity data (72,73) that relates the binding of amiloride 
analogs to inhibition of sodium transport through the epithelial sodium channel in the 
frog skin. Smith, et al (74) carried out the first computational and N M R analysis of 
conformers of the free base (la) and protonated (lb) forms of amiloride. However, 
4Current address: Institute of Chemical Physics, Chernogolovka, Moscow 
Region, Russia 142432 

0097-6156/94/0568-0260S08.00/0 
© 1994 American Chemical Society 
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262 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

the N M R data were not able to distinguish between the A l (OCCN=180°) and A4 
(OCCN=0°) conformers in solution. The calculation of the barrier to rotation around 
the -C2C7- bond was carried out in the CNDO/2 method without geometry 
optimization. So, although the calculations found A l to be more stable than A4, the 
level of approximation in the calculations was such as to leave some uncertainty in the 
resolution of the question. Recently (8% using the 3-21G* basis set and full geometry 
optimization, we found the barrier to A1/A4 conversion to be 19 kcal/mol with A l 
2.50 kcal/mol more stable than A4. A4 was found to have a much larger dipole 
moment than A l : 7.08 D compared to 2.68 D. So, although the gas phase calculations 
found A l to be more stable than A4, the large difference in dipole moments suggests 
that A4 might be more stable in solution. In order to settle this question, as described 
below, we calculated the relative solvation energy of the free base conformers using 
both static and dynamic microscopic solvation models. The results provide not only a 
clarification of the N M R results, but also a valuable comparison of several solvation 
methods. 

The work of Smith, et al also identified the F l conformer (OCCN=180°), 
shown in l b , as the protonated form of lowest energy. The F l conformer shows 
significant intramolecular hydrogen bonding which would also be found in analogs 
with substitutions at the 5- and 6-position of the pyrazine ring. In order to interpret 
the structure-activity data of L i , et al (12,13% we carried out a molecular electrostatic 
potential analysis of amiloride analogs with pyrazine ring substitutions, assuming each 
analog to be in an F1-like orientation with OCCN=180°. From this study (9), we were 
able to determine important electrostatic features which may influence the formation 
of a stable analog-channel blocking complex. Since it is the protonated form of 
amiloride which binds to the sodium channel and is, therefore, active as a sodium 
channel blocker, it is important to identify other conformers of low energy which 
might be involved in interaction with the ion channel. We carried out an extensive 
conformational analysis of the protonated species in the 3-21G* basis set ( i l l We 
found that the energy of the protonated species rises slowly from 0 to 4 kcal/mol as the 
O C C N torsional angle changes from 180° to 160°. Beyond this region, the energy 
increases steeply and monotonically, reaching a maximum of 33 kcal/mol at the F4 
(OCCN=0°) conformation. This indicates that while the planar conformation is the 
one of lowest energy, other conformers within ±20° of OCCN=180° may be accessed 
with little expenditure of energy. It is possible that interactions with the ion channel 
protein could stabilize some slightly nonplanar conformations of amiloride. Since the 
structure of the ion channel is not known, it is impossible to model exactly the 
amiloride-channel interaction. Instead we have chosen to obtain information on the 
energetics of potential hydrogen bonding interactions with the channel by considering 
the hydrogen bonding interactions of amiloride with discrete water molecules. To this 
end we carried out the molecular dynamics simulation described below to determine if 
interaction with discrete solvent molecules tends to break up the intramolecular 
hydrogen bonding pattern and stabilize nonplanar conformers. 

Methodology: Molecular Dynamics and Static Solvation Models. The 
methodology has been described in detail in a recent publication (il). Only a summary 
of relevant information is given here. Calculations were carried out with the Langevin 
Dipole method (15-18% the Induced Polarization Charge Boundary Element (IPCBE) 
method (19-23), and the Self-Consistent Reaction Field (SCRF) method (24-29) and 
compared to the results of molecular dynamics (MD) simulations. The M D , L D , 
IPCBE, and SCRF techniques differ in the manner in which they treat the solvent, the 
solvent accessible surface and internal energy of the solute, and the effect of the 
solvent on the energy of the solute. Only the M D method treats the solvent explicitly, 
which is important for studying hydrogen bonding between water and polar solutes 
like amiloride. Only the quantum mechanical SCRF and L D / A M P A C (17) methods 
take into account the effect of the solvent on the electronic structure of the solute by 
incorporating the electrostatic solvent effect as an additional term in the Hamiltonian. 
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The L D method and the IPCBE method treat the solute charge distribution as a 
collection of fixed point charges, although a more exact treatment of solute charge 
distribution for the IPCBE method has been recently developed within the framework 
of the INDO and INDO/S-CI formalisms (25). 

The IPCBE and SCRF methods are reaction field techniques in which the 
solvent is treated as a continuous medium around a cavity which is defined by die 
molecular surface of the solute. The IPCBE method defines the cavity by 
triangulation (27) of the solvent accessible surface, whereas the SCRF method uses a 
simple sphere. In the IPCBE approach, the solute is modeled as a cavity of arbitrary 
shape carved out of a continuum of high dielectric constant representing the solvent. 
The solute charge distribution is embedded in the cavity, resulting in an electric field 
consisting of a contribution arising from the solute charges alone and a contribution 
due to the polarization of the solvent (i.e. the reaction field), which depends on both 
the arrangement of solute charges and the specific shape of the molecule surface 
(dielectric boundary). In the SCRF method, the reaction field is taken to be 
proportional to the molecular dipole moment of the solute, with a constant of 
proportionality which depends on the dielectric constant of the medium. In this 
formalism, the reaction field, dipole moment, and correlated energy of the solute in the 
reaction field are determined by an iterative, self-consistent formalism. 

In the L D method, the solvent system around the solute is divided into two 
regions. The first region is confined by a large sphere around the center of mass of the 
solute. The solvent molecules within this sphere are treated in a microscopic manner 
as polarizable point dipoles. The average polarization of the solvent dipoles is related 
to the corresponding local electric field in a self-consistent iterative way using the 
Langevin-type equation. This formula approximates the average orientational energy 
of the solvent molecules by an energy function that represents the average orientation 
of the solvent dipoles in the field of the solute charges. In the second region, the bulk 
solvent is treated as a continuum using the Born (30) reaction field formulas. 

Although all the techniques allow for geometry optimization of the solute in 
the presence of the solvent, calculations (other than the M D simulations) were carried 
out on the same, fixed, 3-21G*-optimized geometries so that the SCRF, L D , and 
IPCBE methods could be compared independently of differences in basis sets or force 
fields. It should be noted that the L D , IPCBE, and SCRF methods estimate only the 
electrostatic contribution to the relative free energy of hydration, while ignoring 
contributions such as dispersion effects. While it has been shown that this is a good 
approximation to the electrostatic contribution to the relative enthalpy of hydration for 
ions (75,37) and tautomeric systems (32), we use the IPCBE method to show that this is 
also true for amiloride. 

Molecular Dynamics Simulation. The GROMOS (33,34) molecular simulation 
program was used for the calculation of the molecular dynamics trajectories for the 
A l , A4, and F l conformers of amiloride. Since the GROMOS force field was 
developed to treat only proteins, nucleic acids, and cyclodextrins, new parameters 
needed to be added for amiloride. We derived Lennard-Jones parameters for neutral 
chlorine and used the information from our 3-21G* calculations of the barrier to 
rotation around the -C2C7- bond in la and lb to derive appropriate torsional potential 
functions. The 3-21G* atomic point charges were adjusted to conform to the 
GROMOS charge group concept Molecular dynamics simulations of 30 ps (including 
5 ps of equilibration) were carried out on the A l , A4, and F l conformers, using the 3-
21G* optimized geometry as the starting structure in each case. Each solute was 
placed in a box of approximately 400 water molecules. The simulations were carried 
out at constant temperature and pressure by weakly coupling the system to a thermal 
bath at 300 Κ and a pressure bath at 1 atm. 

The Langevin Dipole Model. The L D method was used in two ways. For 
direct comparison with the IPCBE method and for investigation of the sensitiviy of the 
relative hydration free energy to the point charge set used, the electrostatic 
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contribution to the hydration free energy, Eeiec» was calculated for seven free base and 
eleven protonated conformers using three different point charge sets (3-21G* 
Mulliken, 3-21G* potential-derived, and the 3-21G* charges adjusted to the 
GROMOS charge group concept). Only the A l , A4, F l , and F4 results are reported 
here. In addition, for direct comparison with the SCRF method, the LD/AM1 method 
(in the L D / A M P A C module of the POLARIS program (35)) was used to calculate the 
hydration free energy of the A1 and A4 conformers. 

The Induced Polarization Charge Boundary Element Model. The IPCBE 
method was used to calculate the electrostatic contribution to the hydration free energy 
for the same conformers and charge sets described above. In addition, the enthalpies 
of the A l , A4, F l , and F4 conformers were calculated by the method of Rashin and 
Namboodiri (36) using all three point charge sets. 

Self-Consistent Reaction Field Method. The SCRF method was used with the 
3-21G* basis set to calculate the electrostatic contribution to the relative hydration free 
energies of the A l and A4 conformers in water. The cavity radius was defined in two 
ways: by scaling the electron density envelope to obtain the molecular volume (27) and 
by derivation from the molecular greatest dimension (25). The first method gave what 
seemed to be an unphysically small radius, so only the results using the second radius, 
6.2 À are reported here. Full details are given in réf. (il). The GAUSSIAN92 program 
(37) was used for the calculations. 

Results. 

Molecular Dynamics Simulation. The results of the molecular dynamics simulation 
are given in Table I. The internal energy term, E i n t , shows the A l conformer to be 
more stable than the A4 by 3.4 kcal/mol, in agreement with the results of the 3-21G* 
gas phase calculation (2.50 kcal/mol). The amiloride-water interaction energy term, 
A E A W » gives the A4-water interaction term as 1.4 kcal/mol more stable than A l . The 
sum of these two terms, AE t o t , indicates that A l is more stable in solution than A4 by 
2.0 kcal/mol. Analysis of the O C C N torsional angle indicates that its average value 
tends to vary by less than ±10° from planarity for the A l , A4, and F l trajectories. 
Analysis of the intramolecular hydrogen bonding patterns from the three trajectories 
shows that the median O8...H22 and Og..Hio distances are somewhat larger than the 
value of about 1.9 À found in the 3-21G*-optimized geometries of the A l , A4, and F l 
conformers. This is due to fluctuations in the OCCN torsional angle from the planar 
value. 

The Langevin Dipole Method. Table II gives the results of the L D and 
L D / A M 1 calculations. Inspection of the electrostatic contribution to the relative 
solvation energy difference, AE e i eo for both approaches shows that the A4-water 
interaction term is more favorable than the A1-water term in agreement with the M D 
results. This is related to the fact that the A4 conformer has the higher dipole moment, 
independent of the charge set used in the LD model. However, when the difference in 
gas phase energy is taken into acount in the calculation of AAG s o i v , both approaches 
(except for a slightly negative value for the LD/3-21G* Mulliken model) predict the 
A l conformer to be more stable than A4. 

Induced Polarization Charge Boundary Element Model. The results of the 
IPBCE method are given in Table III. The values of AEeiec compare well to the L D 
values for each of the charge sets for both the free base and protonated conformers of 
amiloride and are consistent with the M D results. Again, when the difference in 
relative gas phase internal energies is taken into account, the IPCBE method predicts 
the A l conformer to be more stable in solution. Table IIIB shows that, independent of 
point charge set, the electrostatic contribution to the relative hydration enthalpy, 
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Table I. Average Inter- and Intramolecular Energy3, Molecular Dynamics 
Simulations 

A l A4 AEintf AE A - W 8 AEelec^ ΔΕυ ' AEtot" 

Ei„tb 

Eelec 
E u

e 

-66.8+3.0 -63.4+2.7 
-34.3+3.4 -35.7+4.2 
-15.9+3.5 -18.5+4.3 
-18.4+2.0 -17.2±2.2 

3.4 
-1.4 

-2.6 
1.2 

2.0 

Fl 

Eint 
E A - W 
Eelec 
E u 

-53.4+3.5 
-97.3+7.7 
-83.8+8.5 
-13.5±3.0 

SOURCE: Adapted from ref. (//) 
aIn kcal/mol. 
bInternal energy. 
cAmiloride-water interaction energy. 
dElectrostatic component of the amiloride-water interaction energy. 
eLennard-Jones component of the amiloride-water interaction energy. 
fAEint =E i n t (A4 ) -E i n t (Al ) . 
8AEA-w = E A -w (A4) - EA-w (Al) . 
hAEeiec = Eelec (A4) - Eelec (Al) . 
i A E u = E U ( A 4 ) - E u (Al) . 
JAE t o t = AEint + A E A - W · D
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Table II. Hydration Free Energy8, Langevin Dipole Method 

A l A4 Δ Eeiecb Δ Δ Gsoiv 

E ^ -5.9 -7.0 -1.1 1.4* 
W -13.5 -16.1 -2.6 -0.1f 

Eetoc* -18.2 -20.3 -2.1 0.4f 
Eelec« -20.0 -23.1 -3.1 
A H g S h 57.4 62.6 

2.1* 
Dipolei 2.3 10.7 

Fl F4 Δ Eelec*5 Δ Δ GSoiv 

Eelec0 "65.7 -69.0 -3.3 30. l k 

Eelecd -63.6 -70.2 -6.7 26.7k 

Eeiece -64.6 -79.4 -14.7 18.7k 

SOURCE: Adapted from ref. <;/). 
aIn kcal/mol. 
bA Eelec = Eelec (A4) - (Al) , ΟΓ Eelec (F4) - Eelec (Fl). 
cElectrostatic contribution to the hydration free energy calculated with GROMOS 
charges. 
dElectrostatic contribution to the hydration free energy calculated with 3-21G* 
Mulliken charges. 
eElectrostatic contribution to the hydration free energy calculated with 3-21G* 
potential-derived charges. 
'Δ Δ Gsoiv = Δ Eeiec + E «as3"216* (A4) - E g a s

3 - 2 l G * (Al) = Δ Eeiec + 2.50 kcal/mol. Gas 
phase relative energy difference taken from ref. (8). 
^Electrostatic contribution to the hydration free energy calculated with the L D / A M 1 
method. 
hEnthalpy of formation of the solute in the gas phase calculated with the L D / A M 1 
method. 
iln the LD/AM1 method, Δ Δ G s o i v = Δ Eeiec + Δ Hg S (A4) - Δ H g

s (Al) . 
J Dipole moment in the presence of solvent, in Debye. 
*Δ Δ Gsoiv = Δ Eeiec + E g

3 2 1 G * (F4) - E g

3 2 1 G * (Fl) = Δ E e l e c + 33.4 kcaUmol. Gas 
phase relative energy difference from ref. (U). 
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Table III. Induced Polarization Charge Boundary Element Method 

A. Hydration Free Energy3 

A l A4 AEe|ecb Δ Δ Gsoiv 

Eelecc -5.7 
EeIec<i -17.3 
Eeiec* -23.9 

-6.4 
-18.6 
-25.4 

-0.7 
-1.3 
-1.5 

1.8* 
1.2* 
1.0* 

F l F4 AEelecb Δ Δ Gsoiv 

Eelecc -53.7 
Eelecd "59.7 
Eeiece -61.1 

-58.5 
-66.4 
-78.7 

-4.8 
-6.7 

-17.6 

28.68 
26.78 
15.88 

B. Hydration Enthalpy3 

A l A4 ΔΕ'6ΐβ<> Δ Δ Ggoiv 

E'eiec11 -5.8 
Ê elec1 -17.8 
E'eieJ -24.6 

-6.6 
-19.2 
-26.1 

-0.8 
-1.4 
-1.5 

1.7k 

1.0* 

F l F4 AE'elecb Δ Δ Gsoiv 

Eelech -54.8 
Eelec1 -60.9 
E'eieJ "62.4 

-59.8 
-67.9 
-80.4 

-5.0 
-7.0 

-18.0 

28.41 

26.41 

15.41 

SOURCE: Adapted from ref. (77). 
aIn kcal/mol. 
bA Eelec = Eelec (A4) - Eelec (Al), ΟΓ Eelec (F4) - Eelec (Fl). 
cElectrostatic contribution to the hydration free energy calculated with 
GROMOS charges. 
dElectrostatic contribution to the hydration free energy calculated with 3-
21G* Mulliken charges. 
eElectrostatic contribution to the hydration free energy calculated with 3-
21G* potential-derived charges. 
*Δ Δ Gsoiv = Δ Eeiec + E g

3 - 2 i G * (A4) - E g ^ i G * ( A 1 ) = Δ E e l e c + 2.50 
kcal/mol. Gas phase relative energy difference from ref. (#). 
8Δ Δ Gsoiv = Δ Eelec + E g 3 - 2 1 G * ( F 4 ) . E^2™* (Fl) = Δ Eeiec + 33.4 
kcal/mol. Gas phase relative energy difference from ref. (77). 
hElectrostatic contribution to the hydration enthalpy calculated with 
GROMOS charges. 
^Electrostatic contribution to the hydration enthalpy calculated with 3-21G* 
Mulliken charges. 
J Electrostatic contribution to the hydration enthalpy calculated with 3-21G* 
potential-derived charges. 
*Δ Δ Hsoiv = Δ Eelec + E g 3 - 2 1 G * ( A 4 ) . Eg^2lG* (Al) = Δ Eelec + 2.50 
kcal/mol. Gas phase relative energy difference from ref. (8). 
ΐΔ Δ HSoiv= Δ Eeiec + E g

3 - 2 i G * (F4) - E g

3 - 2 i G * (Fl) = Δ Eeiec + 33.4 
kcal/mol. Gas phase relative energy difference from ref. (77). 
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AE'eiec, is within 4% of the value of the electrostatic contribution to the relative 
hydration free energy, AEeiec. 

Self Consistent Reaction Field Method. The results of the SCRF calculations 
are given in Table IV. The results agree with the L D , L D / A M 1 , IPCBE, and M D 
methods in that they all predict the A l conformer to be more stable than A4 in solution 
by about 1-2 kcal/mol. Comparison to Table Π and to the 3-21G* gas phase values for 
the dipole moment (2.7 D, A l and 7.1 D, A4) shows that the LD/AM1 method predicts 
a larger change in the dipole moment upon solvation than does the SCRF method. 

Conclusions. The results show close agreement between the LD and IPCBE methods, 
as well as between the LD/AM1 and SCRF methods. A l l agree with the M D results in 
predicting the A l conformer to be more stable in solution and, therefore, shed some 
light on the N M R results of Smith and coworkers, who were unable to distinguish 
between these two conformers in solution. The agreement of the SCRF results is 
surprising since this technique uses a simple sphere to define the cavity and is, 
therefore, more appropriately applied to small, compact molecules rather than planar 
molecules like amiloride. However, the SCRF technique was also shown to 
successfully predict the solvent effect on the conformational equilibrium of furfural 
(25), a small planar molecule. It is also surprising that the average M D nonbonded 
solute-solvent interaction energies, which neglect solvent reorganization energy, agree 
closely with the results of the other methods. This approximation may prove to be a 
useful one in studies of other pharmacologically active molecules. The agreement of 
the IPCBE, L D , and SCRF methods with the results of the M D simulation indicate that 
these methods may be used to provide estimates of the hydration free energy in cases 
where specific hydrogen bonding information is not required. Calculation of the free 
energy of solvation and the enthalpy of solvation with the IPCBE method showed that 
these two quantities are nearly equal for the amiloride system, in agreement with 
similar results for ions (15,31) and tautomeric systems (32). 

The implications for amiloride-channel binding are also significant. The M D 
simulations show that the protonated conformer remains planar on the average. The 
torsional barrier for F1/F4 conversion is high and essentially relegates the protonated 
species to an orientation within ±10° of the F l conformer. This indicates that 
amiloride most likely binds to the ion channel in the planar, F l , conformer since it 
would be difficult for the channel binding site to provide sufficient interactions to 
stabilize the high-energy nonplanar conformations. Recent nuclease footprinting 
studies (7) have shown that the protonated form of amiloride binds selectively to sites 
on D N A that are rich in adenine and thymine residues. This is true as well of analogs 
that are monosubstituted (iV5-propylamiloride) and disubstituted (iV5-isopropyl-iV5-
methylamiloride) on the amino group at position 5. The results support an 
intercalative mode of binding and the authors suggest that the studies are consistent 
with the planar, intramolecularly hydrogen bonded conformation of F l , l b . Our 
results support this hypothesis by showing the degree to which the planar F l 
conformer is energetically favored. 

β-Cyclodextrin» an Enzyme Mimic 

β-cyclodextrin, 2, is a cycloheptaamylose with many uses in research and industry (38-
40). The structure of cyclodextrins has been studied by X-ray and neutron diffraction 
(41-43% by molecular dynamics simulation in the gas (44% aqueous (45-47), and 
crystalline (48-50) states, and by molecular mechanics calculations (51-54). Inclusion 
complexes of cyclodextrins with various guests have been studied by NMR (55-62% X -
ray (63% and other (64-66) techniques. Of particular interest is the ability of β-
cyclodextrin to accelerate the rate of acylation of ester substrates (67-70) and of 
functionalized β-cyclodextrin to mimic the action of chymotrypsin (71,72) and other 
enzymes(73). Molecular mechanics calculations (74,75) have been carried out to 
elucidate the host-guest steric relationships which may influence the increased rate 
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Table IV. Hydration Free Energy, SCRF Method 

A l A4 A 4 - A 1 

Epoia 

E s o i b 

Etotc 

Dipole d 

-0.000421 
-1141.474771 
-1141.474350 

3.0 

-0.002878 
-1141.475473 
-1141.472595 

7.8 

AEpof 
A E s o i f 

AE t o t g 

-1.5 
-0.4 
1.1 

SOURCE: Adapted from réf. (il). 
aElectrostatic contribution to the hydration free energy, in hartrees. 
bTotal energy of solute, in hartrees. 
cEt o t = E s o l - Epo!, in hartrees. 
dDipole moment in the presence of solvent, in Debye. 
^ p o i = Epo! (A4) - Epoi (Al) , in kcal/mol. 
fAEsoi = E s o i (A4) - Esoi (Al) , in kcal/mol. 
8AE t o t = E t o t (A4) - Etot (Al) , in kcal/mol. 
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acceleration noted with ferrocene substrates. Only recendy has solvent been taken into 
account in any analysis of cyclodextrin-guest complexation. Furuki et al (76) used 
reaction field theory with the M N D O method to study the decarboxylation of 
phenylcyanoacetate anion catalyzed by cyclodextrins. In this study, however, the 
cyclodextrin molecule was not treated explicidy, but rather was modeled as a cyclinder 
of dielectric constant 2. In contrast, we present below the first quantum mechanical 
analysis of the hydrolysis of acetate phenol by β-cyclodextrin using the L D / A M 1 
method. The structures of both the host and the guest are treated exactiy. The only 
approximations are those inherent in the LD/AM1 method. In order to assess the 
effect of cyclodextrin as an enzyme mimic, we compare the reaction paths for cleavage 
of acetate phenol by attack by a secondary hydroxide ion of cyclodextrin to cleavage 
by attack by hydroxide ion in the absence of cyclodextrin. 

Methodology: The Langevin Dipole Method. Full geometry optimization of the S-
cyclodextrin host, acetate phenol guest, and tetrahedral intermediates and transition 
states for hydrolysis of the substrate by hydroxide ion (Scheme I) and acylation of the 
substrate by cyclodextrin (Scheme II) was carried out with the MOPAC-93 program 
(77) using the A M I method. The starting geometry for the cyclodextrin optimization 
was taken from the neutron diffraction structure of β-cyclodextrin undecahydrate (41). 
The solvation energy of all the structures was also calculated using the L D method that 
we incorporated into the MOPAC-93 program. The solvation energy was calculated 
with both conventional Coulomb (C) charges and with potential-derived (PD) charges. 
Since product esters equilibrate between the 2'- and 3-positions (74), it is difficult to 
determine at which position acylation initially occurs. There is evidence for tosylation 
at both positions (78,79). For that reason, reaction profiles for interaction with alkoxide 
ions formed at both the 2'- and 3'-positions were studied. Full details of the 
calculations and results will be given in a forthcoming publication (Luzhkov, V . B . 
and Venanzi, C.A., manuscript in preparation). 

Results. 

Attack by Hydroxide Ion in the Absence of Cyclodextrin. Figure 1 gives the gas 
phase and solvation energies for the points along the reaction curve in Scheme I. The 
energies are given relative to the sum of the gas phase enthalpies of formation of 1 and 
2. The gas phase curve (open boxes) moves downhill from the separated reactants 1 
and 2 to the product 4. The shallow minimum around 3.5 Â can be attributed to the 
formation of an ion-dipole complex. The small peak at 2.65 Â corresponds to the 
transition state of the reaction. The gas phase calculation predicts the relative energy 
for the pair (5, 6 ) to be more stable that that of the pair (7,8 ) by about 6 kcal/mol. 
The experimental value, estimated from the relative enthalpies of solvation (80,8i) for 
the molecule/ion pairs (7, 5) and (6, 8) is -8.3 kcal/mol. In contrast, the solvation 
energy curves show a very different reaction profile. The activation energy for the 
formation of the tetrahedral intermediate 3 is 26.0 kcal/mol in the C charge set (open 
circles) and 17.8 kcal/mol in the PD charge set (open diamonds). This is much closer 
than the gas phase result to the experimental value of 11.9 kcal/mol (82). The 
calculated heat of reaction for the sum of steps 1 and 2 is -35.5 kcal/mol in the C 
charge set and -37.3 kcal/mol in the PD charge set. These values are close to the 
average value of -40 kcal/mol observed for nucleophilic substitution at carbonyl 
groups (83). In addition, the relative energy for the pair (5,6 ) is predicted to be less 
stable that that of the pair (7,8 ) by -0.3 kcal/mol in the C charge set and -5.7 kcal/mol 
in the PD charge set, in agreement with the experimental value of -8.3 kcal/mol. 

Acylation by Cyclodextrin. Figure 2 gives the gas phase and solvation energies for 
the points along the reaction curve in Scheme II. Figure 2a shows the gas phase and 
solvation energy reaction profile for interaction with the alkoxide ion formed at the 2' 
secondary hydroxyl; Figure 2b, at the 3' hydroxyl. Figure 2a shows that the activation 

D
ow

nl
oa

de
d 

by
 U

N
IV

 M
A

SS
A

C
H

U
SE

T
T

S 
A

M
H

E
R

ST
 o

n 
O

ct
ob

er
 1

7,
 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e:
 S

ep
te

m
be

r 
29

, 1
99

4 
| d

oi
: 1

0.
10

21
/b

k-
19

94
-0

56
8.

ch
01

8

In Structure and Reactivity in Aqueous Solution; Cramer, C., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1994. 



272 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

D
ow

nl
oa

de
d 

by
 U

N
IV

 M
A

SS
A

C
H

U
SE

T
T

S 
A

M
H

E
R

ST
 o

n 
O

ct
ob

er
 1

7,
 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e:
 S

ep
te

m
be

r 
29

, 1
99

4 
| d

oi
: 1

0.
10

21
/b

k-
19

94
-0

56
8.

ch
01

8

In Structure and Reactivity in Aqueous Solution; Cramer, C., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1994. 



18. VENANZI ET AL. Case Studies in Solvation of Bioactive Molecules 273 

14 5 

Step 4 

SCHEME Π 
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1,2 3 4 5,6 7,8 
40.0 η 

~ . - 0 ~ · LDC 

Figure 1. Reaction path for attack by hydroxide ion in absence of cyclodextrin 
(Scheme I). Points along the reaction curve are identified by the numbered 
structures along the top of the figure. Energies are given relative to ΔΗ« Μ (1) + 
AHgas (2). Gas phase A M I calculation - open boxes; Langevin Dipole /AMl 
potential-derived charge set calculation - open diamonds; Langevin Dipole/AMl 
Coulomb charge set calculation - open circles. 
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11 12 13 

Ο-— LD/C 

Figure 2. Reaction path for attack by a secondary hydroxyl of cyclodextrin (Step 
3, Scheme II). Points along the reaction curve are identified by the numbered 
structures along the top of the figure. Energies are given relative to A H g a s (11). 
Symbols are the same as in Figure 1. (a) Reaction path for attack by the 2' 
hydroxyl of cyclodextrin. (b) Reaction path for attack by the 3' hydroxyl of 
cyclodextrin. 

Continued on next page 
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Figure 2. Continued. 
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energy for the formation of the transition state 12 is very high for both the gas phase 
and solution phase calculations. In contrast, Figure 2b shows that reaction at the 3' 
hydroxyl is more favorable. The gas phase activation energy is 2.50 kcal/mol, which 
is lower than the activation energy for the reaction of 1 and 2 in water. The activation 
energy for the solution phase calculation is about 10 kcal/mol, with little difference 
between the two charge sets. So, despite the fact that the 2' hydroxyls of cyclodextrin 
are more acidic than the 3* hydroxyls (84), a more kinetically and thermodynamically 
favored path is obtained by reaction at 3'. 

Conclusions. Figures 1 and 2 show that both the C and PD charge sets give 
qualitatively similar pictures of the reaction profile in water for Schemes I and II, 
although the PD charge set gives better agreement with the known experimental data 
for hydrolysis of acetate phenol in water. Comparison of the gas phase and solution 
curves in each figure shows that inclusion of solvent has both qualitative and 
quantitative effects on the reaction profile. Assuming reaction takes place at the more 
favorable 3'-hydroxyl, the effectiveness of cyclodextrin as an enzyme mimic can be 
seen in its ability to lower the activation energy barrier for step 3 of Scheme II 
compared to step 1 of Scheme I by about 10 kcal/mol. The type of static, energy 
minimization calculation reported here provides a picture of the gross features of the 
effect of solvent on the reaction profile and of the function of cyclodextrin as an 
enzyme mimic. A more accurate picture of the reaction profile could be obtained 
through a potential of mean force calculation, and this is the subject of work in 
progress. 

Summary. 

The importance of solvation has been illustrated in the elucidation of the behavior of 
two very different bioactive molecules: amiloride, a potent sodium channel blocker, 
and β-cyclodextrin, a chymotrypsin mimic. Solvation was seen to lower the relative 
energy difference of amiloride conformers and to influence the nature of the reaction 
profile for hydrolysis of acetate phenol in water and in cyclodextrin. Good agreement 
was found between predictions of static and dynamic solvation models. 
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Chapter 19 

Designing Synthetic Receptors for Shape
-Selective Hydrophobic Binding 

Craig S. Wilcox, Neil M . Glagovich, and Thomas H. Webb 

Department of Chemistry, University of Pittsburgh, Pittsburgh, P A 15260 

It has been 20 years since the discovery that simple water soluble cyclophanes 
can be effective synthetic receptors for hydrophobic binding of lipophilic 
substrates. These synthetic receptors are small enough that quite accurate 
structural and thermodynamic binding data are obtainable and yet are large 
enough to offer the computational chemist most of the challenges found in 
biological receptors. The course of development of water soluble cyclophanes 
has been notably conservative. Here we review some data from our own work 
and from other laboratories and attempt to identify results and observations that 
will interest the computational chemist. More intense use of calculations and 
computer aided design methods will benefit the experimentalist and the 
theoretical chemist. Predictions of the behaviour of these synthetic systems can 
provide a valuable test for the validity of contemporary quantitative theories and 
as confidence in the calculations grows, rapid and more innovative progress in 
receptor design will follow. 

In the mid-1970's Tabushi initiated work on macrocyclic polyammonium ions 1 
composed of alternating aromatic rings and aliphatic spacers (1-2). These molecules 
are structurally related to important ansate cyclophanes that Murakami was 
investigating at that time (5), and to the smaller water insoluble cyclophanes first 
prepared (and christened) by Cram (4,5). Tabushi pointed out that the "water soluble 
cyclophanes" contain lipophilic cavities and would provide a valuable model of 
enzyme-substrate and receptor-effector complexation (6). Since that time numerous 

+4 

0097-6156/94/0568-0282$08.00/0 
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19. WILCOX ET AL. Receptors for Shape-Selective Hydrophobic Binding 283 

descendants of Tabushi's synthetic receptor have appeared. Representative examples 
(Figure 1) include macrocyclic receptors reported by Koga (who provided the first 
crystallographic evidence of inclusion complexation, the first examples of chiral 
recognition, and the first asymmetric syntheses using these molecules), Diederich, 
Dougherty, and Wilcox (7-10). 

R H 

Figure 1. The descendants of Tabushi's receptor. 

These four hosts illustrate how the field has evolved as chemists have pursued 
receptors that have greater substrate binding affinity and selectivity. Water soluble 
cyclophanes today are often chiral and enantiomerically pure. This allows binding 
affinities for enantiomeric substrates to be determined. In addition, in three of these 
hosts, the polar groups that are required for water solubility are placed at locations 
more remote from the interior pocket than the polar groups in Tabushi's host. This 
relocation was first pursued in the belief that binding would be increased because 
desolvation of the ammonium groups, proposed to occur upon guest binding in 
Koga's host, would be avoided. However, Schneider has recently shown that with 
electron rich aromatic guests, binding to a host related to 2 is in fact assisted by the 
positively charged group close to the guest (11). Finally, these hosts illustrate the 
trend toward increasingly rigid hosts. 

Restricting Conformational Freedom. 

Our initial goal in this area was to find synthetic methods for making hosts less 
flexible than the hosts reported by Tabushi and Koga (12). Such preorganization of 
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284 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

the host was desirable on theoretical grounds: it should lead to enhanced binding 
affinities because the entropy change on binding (AS) would be less negative (13, 
14). Diminishing conformational flexibility would also offer a chance for greater 
selectivity in binding. 

To achieve this goal we have used dibenzodiazocine substructures, and two early 
hosts we prepared incorporating this structural unit are illustrated in Figure 2 
(3,13,14). Host 6 has more conformational freedom than host 7 and is the less 
effective receptor. One important difference between these receptors was revealed by 
studying the temperature dependence of binding. The entropy change for association 
of host (6) with 2,4,6-trimethylphenol is -15 cal moHK~*. Usually, hydrophobic 
association of non-polar solutes is characterized by positive entropy changes, but this 
negative AS is typical for the less organized synthetic receptors and suggests that the 
conformational freedom of the unbound receptor is substantially restricted when the 
guest arrives. In contrast, the entropy change for binding of host 7 to the same guest 
is +7 cal m o H K ~ l (15). Better organization of the receptor prior to association leads 
to diminished loss of conformational freedom and stronger binding. 

Figure 2. The more rigid cyclophane 7 excludes aliphatic cyclohexanoid 
substrates. 

An x-ray diffraction study verified that the shape and size of host 7 is perfectly 
suited to aromatic guests (Figure 3). Because the available space is complementary 
to aromatic guests but is too narrow for an aliphatic guest, cyclohexanoid substrates 
will not bind to host 7 and binding of aromatic substrates is not inhibited in the 
presence of menthol or cyclohexanol. 

Figure 3. (a) Crystal structure of 7 bound to p-xylene. (b) Packing diagram. 
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To further pursue the rigidification and shape-optimization of these cyclophanes, 
we developed receptor 5 (Figure 1). It was created based upon a non-macrocyclic 
receptor that we first reported in 1988 (16,17). Receptor 5 binds cyclohexanoid 
substrates strongly in aqueous media and reverses the selectivity observed with 
receptor 7 in that it binds cyclohexanoid substrates better than aromatic substrates. 
Furthermore, this receptor is diastereoselective. Cyclohexane derivatives that have 
axial substituents are usually bound less well than diastereomeric derivatives with 
equatorial substituents. For example (+)-menthol ( K a = 3 900 M~l) binds almost 3 
times more strongly than (+)-isomenthol (Ka = 1 400 M * 1). Equatorial hydroxyl 
groups are in general better solvated than axial hydroxyl groups and therefore i f 
relative K a ' s depended only on guest solvation forces then cw-4-tert-
butylcyclohexanol with an axial hydroxyl group would bind more strongly than its 
equatorial diastereomer. However the shape selectivity of receptor 5 overcomes this 
solvation factor and rran,s-4-tert-butylcyclohexanol binds seven times more strongly 
( K a = 40 000 M" 1 ) than the cis isomer ( K a = 5 900 M" 1 ) . 

Molecular modeling using Amber and M M 3 force fields allows the possible 
receptor-substrate interactions to be visualized (18-20). The qualitative results are 
consistent with the binding studies and indicate that the distance between the sides of 
receptor 5 is very well suited to forming a sandwich type complex with cyclohexane 
rings. These calculations also leave no doubt that an axial substituent will not be 
accommodated in this receptor (Figure 4). 

Figure 4. (a) Optimized geometry of menthol bound in receptor 5. (b) Structure 
of the tetramethyl ester of receptor 5 as determined by x-ray diffraction methods. 

The effects of temperature on binding of menthol to receptor 5 are particularly 
interesting because here, for the first time, a synthetic receptor exhibited temperature 
dependent association consistent with classical hydrophobic binding. As the 
temperature increased, there was a slight increase in association constant. A van't 
Hoff plot for the data indicates ΔΗ = +1.5 kcal mol" 1 and AS = +22 cal mol" 1 Κ* 1. 
The heats of hydration of alkanes such as menthol are negative while the entropy of 
hydration is also negative. Positive heats of association (an event leading to 
dehydration of some hydrophobic surface area) are typical of true hydrophobic 
binding. 
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Variations on Receptor 5. 

We decided to vary the structure of receptor 5 to examine the effects of systematic 
structural variation. Three new receptors, 8, 9, and 10, were prepared by using 
structural components that were regioisomers of the components incorporated in 
receptor 5. Our interest was in comparing binding affinity and selectivity among 
these four receptors and in developing computational methods to allow predictions of 
the relative binding affinities. (See Figure 5.) 

Figure 5. Structural isomers of receptor 5. 

Evaluation of binding. Receptors 8, 9,10, and 5 are structural isomers. N M R 
titration studies were used to evaluate binding (21,22). A summary of the reported 
association constants is given in Table I, where data for binding of all four hosts to 
menthol enantiomers can be compared. 

Table I. Association constants for cyclophane hosts (8), (9), (10), and (5) 
Substrate Receptor 

8 9 10 5 
(-)-menthol 72±7 M " 1 335±6 M " 1 3±1 M " 1 4300±640 M " 1 

(+)-menthol a 293177 M " 1 a 3900±480 M " l 
Experiment not performed. 

Receptors 8 and 10 exhibit extremely poor complexation with the enantiomers of 
menthol. In contrast, the association constants ( K a ) of receptor 5 with menthol 
enantiomers are over 3500 M ~ l . The data reveal receptor 9 is not much better, and 
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binds only modestly with these guests (Kg ~ 300 M~*). What is the reason for these 
failures? Are accessible computational methods capable of predicting such failures? 
What went wrong. One important piece of evidence is provided by the *H-NMR 
data for receptors 8 and 10. In aqueous buffer these receptors gave unusual spectra. 
The signals expected from the bridging methylene groups of the dianiline unit were 
shifted far upfield. Normally this signal occurs at about 3.5 ppm. But in aqueous 
solution the signals for 8 and 10 arose at approximately 1.8 and 0.87 ppm, 
respectively. This would happen if the protons of the methylene bridge were in the 
shielding region of one or more aromatic rings. 

The reason receptors 8 and 10 are so ineffective as receptors in aqueous media is 
that they collapse ("deflate") to form crescent shaped molecules that have no binding 
site available. The methylene protons of the bridge are placed directly within the 
shielding region of the aryl rings of the receptor and large upfield shifts result. We 
say the hosts "sickle" because the shapes of the receptors are reminiscent of sickled 
erythrocytes. Figure 6 show receptors 8 and 10 in two possible "sickled" 
conformations. 

(a) 

(b) 

Figure 6. Stereoviews of receptors 8 (a) and 10 (b) in sickled or closed forms. 

We find that sickling must be a solvation driven phenomenon because it is unique 
to aqueous solutions. The tetramethyl esters of the macrocycles do not sickle in 
chloroform. The sickling process involves motions that are too rapid to resolve by 
NMR. Only a weighted average of the sickled and unsickled receptor resonances 
could be observed. The barrier to sickling must therefore be less than 18 kcal m o H . 
Given a crude estimate that the upfield shift of a proton in this situation would be 
about 2.5 ppm, we can estimate that the host 10 is about 95% in the sickled form, 
while host 8 may be only about 60% in the sickled form. However, modeling results 
(discussed below) show that these hosts have alternative ways to eliminate molecular 
voids and can fold in a manner that would not place the bridging methylene in a 
strongly shielding environment (Figure 6b). So such very simple interpretations, 
though tempting, may be quite erroneous. 
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Receptor 9 is also inferior to 5, but we propose this is not due to a propensity to 
invert like receptor 8. N M R data indicate that the bridging diphenylmethane unit is 
exterior to the cavity and its protons resonate at unexceptional field strengths. We 
think that in 9, where the 2,7-disubstituted ethenoanthracene unit was used, the 
distance across the cavity is too small to allow cyclohexanoid rings to easily enter. 
Conformational analysis of this receptor indicates the cleft is squeezed shut, and has 
a cleft more narrow than receptor 5 and too small to easily encapsulate a cyclohexane 
ring. 

Are such results predictable? These data showed that solvent was an important 
factor in the sickling process. We carried out Monte Carlo conformational searches 
for each of the four macrocycles using Still's Generalized Born equation and surface 
area model, GB/SA (23). The results for receptor 5 calculations using a water model: 
Of 37 structures located, 14 were sickled, and they ranged in calculated energy up to 
16 kcal m o l - 1 above the lowest energy structure. The remaining minima had open 
cavities, ranging in energy from 2.5-7 kcal mol" 1 above the lowest energy conformer. 
In listing of all conformers in order of conformational energy, there was very little 
overlap between the domains of sickled and open conformers. In contrast, using a 
chloroform solvation model we located 49 conformational minima and the 
differences between sickled and open conformers were much diminished. The most 
stable open conformer was only 0.4 kcal mol" 1 above the overall minimum, and 
although the 7 lowest energy conformers were sickled, the preference for sickled 
conformers was not as strong as it was in water. For receptor 8 the first open 
conformation was calculated to lie 5 kcal mol" 1 above the overall minimum so these 
very crude calculations do confirm that receptor 8 is more prone to sickling than 
receptor 5. 

N M R data indicate, however, that receptor 5 is not so strongly sickled as these 
energy calculations suggest. The open form is probably favored for this receptor. 
Many improvements are required in these calculations. For example it is important 
to accurately assign atomic charges for all atoms in the receptor. The solvation 
calculations are very sensitive to atomic charge (23). Most importantly, we need a 
good way to use these energies to calculate relative free energies of the conformers -
taking into account the effects of entropy in stabilizing open and sickled forms. The 
preference for the open form in receptor 5 might be due to the greater internal 
entropy available to that family of conformational substates. 

Concluding Comments. 

Systematic variations of this model receptor demonstrated that overall binding 
energies are very sensitive to small structural modifications. Molecular sub-units 
which are overly flexible, like the substituted diphenylmethane units, can lead to 
undesirable diminishment in association energy. They do so because they allow the 
receptors to deflate or "sickle" by folding in upon themselves. This folding process, 
like the binding event itself, is driven by hydrophobic forces. 

Recently we prepared receptor 11 (Figure 7). This receptor eliminates the 
diphenylmethane unit and cannot sickle. Even though this receptor has rather poor 
complementarity with menthol, it binds strongly (Ka = 45 000 M " 1 ) . Its free energy 
of association with menthol is thus about 1.4 kcal/mol greater than that measured for 
the more flexible receptor 5 - a 25% improvement. Complementarity without rigidity 
can give poor results (if sickling occurs) or good results (when sickling is not 
favored). Increasing rigidity, as in 11, when achieved at the expense of 
complementary structure does not eliminate binding. On the contrary, receptor 11 is 
far better than receptor 5. Our next goal will be to prepare a receptor that has good 
shape complementarity (Figure 4) but is more preorganized than receptor 5 and 
cannot sickle. 
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Figure 7. A receptor that cannot sickle, but does fold. 

For confident planning and efficient progress in this field, the molecular engineer 
requires accurate and conveniently accessible computational tools. The 
computational chemist requires precise data for testing new methods of calculation. 
The data obtained for these model receptors can provide a useful challenge to 
theorists and computational chemists. The uncertainties of measuring enthalpies and 
entropies of association between proteins and their substrates are large compared to 
the uncertainties that attend observations on model receptors. The computational 
chemist can quickly assess the success of an approach by testing it against binding 
affinities measured for synthetic receptors of the type described here. Predictions 
made on the basis of calculations can be quickly verified and additional data to test 
hypotheses arising from the calculations can be obtained at a cost below that required 
to prepare and characterize mutant proteins. Closer cooperation between 
computational chemists and synthetic chemists involved in preparing model receptors 
will accelerate the pace of progress in both fields. 
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Chapter 20 

Hydrophobic and Antihydrophobic Effects 
on Organic Reactions in Aqueous Solution 

Ronald Breslow 

Department of Chemistry, Columbia University, New York, NY 10027 

The presence of hydrophobic effects on solubilities, binding constants, 
and reaction rates and selectivities can be diagnosed, and made 
quantitative, by the use of prohydrophobic and antihydrophobic 
additives. Antihydrophobic agents act mainly by bridging between 
solutes and water, not by disrupting water structure. "Water-like" 
solvents are quite different from water in their behavior. Examples of 
observed hydrophobic effects include the Diels-Alder reaction, the 
benzoin condensation, binding to monomelic and dimeric cyclodextrins, 
and DNA stacking. 

The hydrophobic effect (1,2) is the lowering of the free energy of the system when non-
polar molecules or segments cluster together in water so as to minimize the 
hydrocarbon-water interface. Sometimes a particular thermodynamic criterion for the 
presence of a hydrophobic effect is suggested, but this is not reliable. Hydrophobic 
association can be driven by either entropy or enthalpy; indeed, entropy-enthalpy 
compensation (3) is a common phenomenon in chemistry. Solvent molecules can bind 
or release to minimize free energy while trading enthalpy of solvation for the entropy 
associated with solvent freedom. Thus another criterion is needed to detect 
hydrophobic effects on binding constants or chemical reactions (rates and selectivities) 
in water solvent. We have used the contrasting effects of solutes that either increase or 
decrease the hydrophobic effect. 

Prohydrophobic and Antihydrophobic Agents 

Many common salts, such as sodium chloride, increase the hydrophobic effect (4,5). 
They promote association of apolar molecules or segments—and they also decrease the 
solubilities of apolar molecules—in water. The latter effect is called "salting out", and it 
is commonly used to promote laboratory extractions, for instance. Decreased solubility 
is related to the association of non-polar segments in solution, association simply being 
a microscopic analog of phase separation in which there may not be complete escape 
from contact with water. 

Not all salts have this effect. For example, guanidinium chloride (GnCl) is a 
"salting in" agent. It increases the solubility of hydrocarbons in water solution (6), and 
it is a common dénaturant of proteins and nucleic acids. In these macromolecules the 

0097-6156/94/0568-0291$08.00/0 
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292 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

three-dimensional structure in water solution is produced in part by hydrophobic 
association of apolar segments, such as hydrocarbon sidechains in proteins or purines 
and pyrimidines in the nucleic acids. Decreasing the hydrophobic effect with GnCl 
disrupts the three-dimensional structure. 

Antihydrophobic salts generally have large singly-charged cations or anions. 
They are more effective if both ions are large, with dispersed charges. For example, 
lithium perchlorate is also a salting-in material, while guanidinium perchlorate is more 
effective than is either guanidinium chloride or lithium perchlorate. The effectiveness of 
these ions follows (7) what is known as the Hofmeister series. It should be mentioned 
that not all dénaturants are salts. Urea is a common dénaturant, and it also increases the 
water solubility of hydrocarbons. 

How do these Agents Work? 

It has been realized for a long time that salting-out agents such as sodium chloride—that 
increase the hydrophobic effect—do so by électrostriction of the solvent (4,5). With the 
collapse of water around these ions, there is less space in which to insert an apolar 
solute. Putting it another way, it costs more energy to open a cavity in the water solvent 
to make the needed space. However, there have been two theories about the origin of 
the antihydrophobic effects of dénaturants such as guanidinium ion. 

One proposal was that guanidinium ion, urea, and similar materials break up the 
structure of water by providing alternate hydrogen bonding possibilities. This would 
make it easier to produce a cavity in which a non-polar material could be inserted. This 
theory was widely accepted, and the dénaturants were often called "water structure 
breakers" because of it. The second possibility is that these agents directly assist the 
solvation of non-polar materials by water, acting as a bridge between the very polar 
water and the non-polar solute. Our work (8) makes it very likely that this is the correct 
explanation. 

If a solubility modifier changes the energy needed for cavitation in a solvent, it 
should also change the surface tension of that solvent in a predictable way. This is true 
for salting out agents such as sodium chloride. Consistent with the proposal that they 
make cavitation more difficult, they also increase the surface tension of water. When a 
cavity is created in the solvent the surface must increase; the energy needed to create the 
cavity has a simple relationship to the energy of the new surface. If antihydrophobic 
agents such as guanidinium chloride act by disrupting water structure so as to make 
cavitation easier, they should also decrease the surface tension of water. Remarkably, 
this had not been looked into previously, although it had been reported (9) that urea 
increased the surface tension of water. The implication of this fact with respect to the 
two contrasting theories about antihydrophobic effects was not noticed. 

We examined (8) the surface tensions of water solutions of guanidinium 
chloride and of lithium perchlorate. In contrast to the idea that they break up water 
structure, we found that both salts increase the surface tension of water. The effect is in 
the same direction as that for lithium chloride, but significantly smaller. If this is a 
guide to the ease of cavitation of the solvent, it is in the wrong direction to explain 
salting in effects. Thus the antihydrophobic effect of these salts must be to produce 
better solvation of the hydrocarbon solute, overcoming the small surface tension effect. 
We picture this as binding of the guanidinium ion, for instance, to a benzene molecule 
and thus bridging between the benzene and the water solvent. Recently Jorgensen 
(private communication) has calculated the energies of such solutions; his calculations 
indicate that indeed a guanidinium ion can bind to benzene in water to lower the total 
energy. 

The only escape from our conclusion is the possibility that opening macroscopic 
cavities—which the surface tension measurement reflects—might be made more 
difficult, but that opening molecule-sized cavities might be made easier by 
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antihydrophobic agents. There is no theoretical or experimental evidence for such a 
reversal of the effect as a function of cavity size. In the next section we will discuss 
further evidence for our conclusion. 

Water-like Solvents 

There are several other solvents that are considered "water-like", in the sense that they 
also have high cohesive energies and dissolve hydrocarbons poorly. We examined two 
of them: formamide and ethylene glycol. In these solvents the Diels-Alder reaction is 
accelerated by solvophobic effects related to hydrophobicity (vide infra) and apolar 
molecules bind into cyclodextrin cavities just as they do in water. What was the effect 
of the antihydrophobic agents guanidinium chloride, lithium perchlorate, and urea on 
hydrocarbon solubility in these solvents? 

We saw (10) that the solubility of benzene in formamide or in ethylene glycol 
was decreased by added lithium perchlorate or guanidinium chloride, less than by 
lithium chloride but in the same direction. This is the reverse of the finding in water, 
where the antihydrophobic agents increase the solubility of benzene. At first we 
interpreted this to mean that indeed the antihydrophobic agents are interacting with the 
solvent water, as in the most popular theory, to make cavitation easier. However, with 
our more recent surface tension results we had to rethink the meaning of the contrast 
between water and "water-like" solvents. We believe that all the data can be 
accommodated by our preferred idea, that in water large ions like guanidinium act to 
solvate the benzene by bridging between it and water. The contrast with the behavior in 
water-like solvents has to do with relative polarities (8). 

Guanidinium ion or perchlorate ion can bridge between benzene and water 
because they are of intermediate polarity; we propose that even with their charges they 
are less polar than water, which has a very high cohesive energy. However, they are 
more polar than formamide or ethylene glycol, so they cannot usefully bridge between 
these solvents and benzene. The result is that only the increase in surface tension that 
they cause (we found (8) that guanidinium chloride gave about the same surface-tension 
increase in formamide or ethylene glycol as did lithium chloride) affected solubility, by 
decreasing it. Even in water the increased surface tension contributed by the 
antihydrophobic agents would decrease solubility, but there the solvation bridging effect 
more than compensated for it. There was no such compensation in formamide or in 
ethylene glycol. 

One type of antihydrophobic agent was seen to behave differently (8). 
Tetrabutylammonium chloride increases the solubility of benzene in water, and also in 
formamide and in ethylene glycol. Furthermore, it is known to decrease the surface 
tension of water, in common with detergents. Thus in principle one could propose that 
it simply makes cavitation easier, as it surely does. However, if relatively polar ions 
such as guanidinium can bridge between benzene and water, surely the less polar 
tetrabutylammonium ion can. We propose that it increases benzene solubility in water 
by both of these effects. It is sufficiently non-polar that it can even bridge between 
benzene and the solvent in formamide or in ethylene glycol, increasing benzene 
solubility in those solvents as well. However, for guanidinium ion or perchlorate ion in 
water, breaking of water structure to permit easier cavitation is no longer the preferred 
explanation of their denaturing antihydrophobic effects. 

Hydrophobic Effects on Diels-Alder Reactions in Water 

Some years ago we set out to examine the possibility that Diels-Alder reactions could be 
promoted by mutual binding of the diene and the dienophile into a cyclodextrin cavity. 
Molecular models suggested that both cyclopentadiene and acrylonitnle or methyl vinyl 
ketone could be bound together into the hydrophobic cavity of β-cyclodextrin, and in 
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the correct geometry to undergo Diels-Alder reaction. We saw (11) that this was indeed 
the case: the addition of 10 mM β-cyclodextrin increased the rate of addition of 
cyclopentadiene and acrylonitrile (reaction 1) in water by 9-fold, and of cyclopentadiene 
and methyl vinyl ketone (reaction 2) by 2.5-fold. 

Consistent with the idea that this reflected mutual binding of the reactants into 
the cavity, oc-cyclodextrin had the opposite effect. With 5 mM oc-cyclodextrin the 
acrylonitrile reaction (1) was decreased in rate by 20%, and with 10 mM a-cyclodextrin 
that (2) of methyl vinyl ketone by 40%. Models show that the smaller cavity of oc-
cyclodextrin can bind the diene, but not along with the dienophile, so the net result is 
inhibition. As additional evidence, the Diels-Alder reaction (3) between anthracene-9-
carbinol and N-ethylmaleimide is inhibited even by β-cyclodextrin; they are so large that 
only one of them can fit into a β-cyclodextrin cavity. 

The reason the rate effects from binding of diene and dienophile into these 
cavities were so modest was the most important observation—water itself led to strong 
acceleration of the reactions by promoting association of the two reactants, so the 
cyclodextrin effects came on top of a strong independent binding mechanism in water 
(11). This was revealed both by the rate effects themselves and also by the effects of 
salting in and salting out agents on the rates. 

In the reaction (1) of cyclopentadiene with acrylonitrile, the rate in methanol 
solvent was only twice that in isooctane, revealing a typical low sensitivity of the Diels-
Alder reaction to solvent polarity. However, the rate in water was 15 times that in 
methanol. Such a large jump seemed unlikely to reflect only a polarity effect on the 
reaction; instead, hydrophobic packing of the reactants by water seemed to be involved. 
With methyl vinyl ketone (2) the polar solvent effects were larger, the rate showing a 
13-fold increase in methanol relative to isooctane. However, in water the rate went up 
another 58-fold relative to that in methanol. This seemed a discontinuous jump in terms 
of solvent polarity alone. 

The most striking argument from simple rate data had to do with the reaction (3) 
between anthracene-9-carbinol and N-ethylmaleimide. In this case the reaction rate in 
methanol was only 43% of that in isooctane, apparendy because the methanol broke up 
a hydrogen-bonded association between diene and dienophile. However, the rate in 
water was 28 times that in isooctane, and 66 times that in methanol. Here the effect of 
solvent polarity on rate ran opposite the water effect, so hydrophobic binding seemed 
the most likely extra factor. 

Additional evidence came from the effect of salting in and salting out agents. 
With 4.86 M L i C l reaction (2) was increased in rate by 2.5-fold, but 4.86 M GnCl 
decreased it by 2% (11). The antihydrophobic effect here was quite modest, but more 
striking with reaction (3). There 4.86 M L i C l increased the rate in water by 2.5 fold, 
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but 4.86 M GnCl slowed the reaction by 3.0 fold (72). This is exactly as expected for a 
hydrophobic effect. In a more recent study (13) we saw that reaction (3) was 
accelerated 2.2 fold by 4.0 M L i C l , and slowed 2-fold by 2.0 M GnCl. It was also 
slowed 1.5 times by 4.0 M L1CIO4; with guanidinium perchlorate, in which both the 
cation and the anion are antihydrophobic, a 2.0 M solution slowed the rate of (3) by 
almost 3-fold. These last findings eliminate an alternative explanation (13) of the salt 
effects, and clearly establish the fact that the hydrophobic effect is contributing to the 
rate acceleration of this Diels-Alder reaction in water. Of course this does not eliminate 
the possibility that polar effects also contribute, as others have argued (14). 

The hydrophobic packing of diene and dienophile in water can also affect the 
geometry of the product. We saw this (12) with the reactions of cyclopentadiene with 
methyl vinyl ketone (reaction 2) and with methyl acrylate, dimethyl maleate, and methyl 
methacrylate, and Grieco saw it with some other Diels-Alder reactions (15). The most 
striking effects (16) were in reaction (2). There the endo/exo ratio was 3.85 in neat 
cyclopentadiene, 8.5 in ethanol, but 25.0 in true water solution. There is almost no exo 
product. The addition of detergents decreased the ratio, as did the conversion of solvent 
from water to a microemulsion (16). 

The endo/exo ratio was also somewhat altered by prohydrophobic and 
antihydrophobic agents (16). The 25.0 ratio went up to 28 ± 0.4 with 4.86 M L i C l , 
and down to 22 ± 0.8 with 4.86 M GnCl. Since the transition state leading to endo 
product is more compact, with less exposed hydrophobic surface, the trends are as 
expected even though the effects are small. 

Diels-Alder Reactions in Water-like Solvents. Schneider (17) examined the 
rate of the Diels-Alder reaction of cyclopentadiene with diethyl fumarate in various 
solvents including water, and showed that they correlated with a solvent solvophobicity 
parameter of Abraham (18) rather than with some simple polarity parameters. We also 
examined Diels-Alder reactions in nonaqueous polar solvents (10). We found that there 
was solvophobic binding of diene and dienophile in formamide or in ethylene glycol, 
and that β-cyclodextrin was also able to bind the two components together in these 
solvents and furnish further acceleration. However, the rate accelerations were not as 
fast as in water, and the endo/exo ratio was not increased strikingly, as it had been in 
water. 

The most striking finding (10) was that in these solvents L1CIO4 and GnCl 
accelerated the reactions, in contrast to their effects in water. This is consistent with our 
observation—mentioned above—that they no longer increase the solubility of benzene, 
as they do in water. Again consistent with the results of our solubility studies, Β114ΝΒΓ 
does decrease the rates in these solvents (10); it had also been antisolvophobic in the 
sense that it increased benzene solubility. As described above, we believe that the 
contrasting behavior of antihydrophobic agents in water and in water-like solvents 
reflects relative polarities that no longer favor bridging between the solute and the more 
organic water-like solvents, in contrast to the situation in water. 

The Benzoin Condensation 

Treatment of benzaldehyde with cyanide ion in various solvents produces benzoin. 
Under most conditions the addition of cyanide to benzaldehyde is rapid and reversible, 
and the rate determining step is the addition of the cyanohydrin anion to benzaldehyde 
(equation 4). Consideration of the likely geometry of this reaction suggested to us that 
the two phenyl rings in this transition state would probably pack face to face. If so, 
hydrophobic effects should favor this packing and speed the reaction. 

We found (19 ) that the reaction was 200 times faster in water than in ethanol, 
but of course this does not demonstrate a hydrophobic effect. In an ionic reaction of 
this type polar solvent effects could be very important. Thus the availability of another 
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test—the salting out and salting in contrast—was critical in establishing that indeed 
hydrophobic packing in the transition state is involved. 

We could not use guanidinium ion, since the benzoin condensation rate depends 
on pH and at high Gn concentrations the pH was affected. However, lithium salts with 
various anions had no such pH effect, and could be used to test for a hydrophobic effect 
on the rate. They were calibrated by examining their effect on the water solubility of 
benzaldehyde, a solute with a hydrophobic tail and a hydrophilic head group that we 
selected as an analog of the species in the reaction transition state (one such species is in 
fact benzaldehyde, the other its cyanohydrin anion). In water at 20 °C benzaldehyde 
was soluble to 60 mM, but adding 5 M L i C l decreased this solubility to 27 mM while in 
5 M L1CIO4 it increased to 100 mM. This is the type of solubility effect that contrasts 
salting out and salting in behavior. 

resembles 
transition 
state 

We then examined the effects of these salts (all at 5.0 M) on the pseudo-second-
order (in benzaldehyde) rate constants for benzoin condensation with a standard 
concentration of K C N and standard conditions. With L i C l the rate increased by 3.8 
fold, but with L1CIO4 the rate decreased by 3.4 fold (that is, the rate constant was 
divided by this factor). Relative to the rate in water alone, the observed second order 
rate constant with various salts was as follows: L i C l , 380%; LiBr , 135%; L1CIO4, 
29%; L i l , 20%; KC1, 285%; CsCl, 124%; Csl , 185%. With lithium cation the rate 
decreases as the anion gets larger, as expected from previous studies of the salting in 
phenomenon. In the chloride series the rate also decreases as the cation gets larger, 
from L i to Κ to Cs. However, the Csl result is anomalous, and not yet understood. 

An additional piece of evidence for the hydrophobic packing shown in equation 
4 is the effect of added cyclodextrins on this reaction rate (79). The cavity of Ύ-
cyclodextrin (cyclooctaamylose) is large enough to bind two benzene rings, but p-
cyclodextrin (cycloheptaamylose) cannot bind both at once. As expected from this, γ-
cyclodextrin is a catalyst of the reaction, with a 76% rate increase at 10 mM γ-CD. By 
contrast, β-CD is an inhibitor, 10 mM of it dropping the rate to 70% of that in water 
alone. 

As further evidence, we made an enzyme mimic (20) by attaching a thiazolium 
salt to γ-cyclodextrin. The thiazolium ring can substitute for cyanide as a catalyst of the 
benzoin condensation. We found that this artificial enzyme was the best known catalyst 
for this reaction, as expected if the two benzene rings are both hydrophobically packed 
into the cyclodextrin cavity in the transition state. 

We also examined (19) salt effects on the rate of the cyanide-catalyzed benzoin 
condensation in the two water-like solvents formamide and ethylene glycol, and in 
DMSO. In these solvents both L i C l and L1CIO4 slowed the rates, and by similar 
amounts. The rate in ethylene glycol with 1.0 M salt went to 76% with L i C l , and 62% 
with L1CIO4. In formamide with 2.0 M salt the rate went to 57% with L i C l , and 25% 
with L1CIO4. In DMSO with 1.0 M salts, the rate went to 30% with L i C l , and 31% 
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with L1CIO4. Again we do not see a salting in or salting out contrast in such solvents, 
as we do in water. The salt effects themselves probably reflect polar influences on the 
reaction rate, perhaps by coordination of L i + to anions. 

This case makes it clear that a fast rate in water, or a slowing of a reaction by an 
antihydrophobic agent, cannot alone be used to diagnose the presence of hydrophobic 
acceleration in a reaction. Most reactions are subject to substantial polar effects—the 
Diels-Alder reaction being an exception—so in all cases the critical test is the 
demonstration of dichotomous rate effects from the inclusion of prohydrophobic and 
antihydrophobic additives. The test is easy, and it gives important and unique 
information about the shape of transition states in aqueous solution—at least about their 
exposed apolar surface area. 

Quantitative Effects of Antihydrophobic Agents 

A rate increase with a prohydrophobic agent, and a rate decrease with an 
antihydrophobic one, tell us that hydrophobic packing is involved in the transition state. 
Literally, they say that the transition state has less hydrophobic surface exposed to water 
solvent than do the reactants. However, it seemed to us that this could be made 
quantitative. That is, the magnitude of the rate effects should correlate with the amount 
of hydrophobic surface that becomes hidden in the transition state. We have made a 
start (21) on establishing this as a quantitative tool. 

Consider first the effect of urea and of guanidinium chloride on solubility. We 
examined p-t-butylbenzyl alcohol (1) and also p-methylbenzyl alcohol (2). In both 
cases the addition of urea or of GnCl increased their water solubility, but now we want 
to focus on the extent of the increase. With 8 M urea the solubility of 1 increased by a 
factor of 3.3, and that of 2 by a factor of 2.5. Thus the effect on the solubility of 2 was 
76% that on 1. Similarly, 6 M GnCl increased the solubility of 1 by a factor of 3.9, 
and of 2 by a factor of 2.8. The effect on 2 was 72% of the effect on 1, a similar ratio 
to that with urea. Since the hydrophobic surface of 1 is larger than that of 2, the 
difference is not surprising. More interesting, the exact quantitative relationship is 
essentially that which one would predict from the relative sizes of the two hydrocarbon 
segments of 1 and 2. 

We performed (21) a standard calculation of the van der Waals surface areas of 
the hydrocarbon sections of 1 and 2.. That of toluene is 71% that of t-butylbenzene! 
This ratio is very much like the 76% and 72% numbers obtained above. It seems that 
the magnitude of the antihydrophobic effect on a solubility directly reflects the amount 
of hydrophobic surface that must be exposed to water. 

2 R = 

In this study we examined the effect of urea and of GnCl on the binding of a t-
butylphenyl group into the cavity of β-cyclodextrin. With 8 M urea the binding 
constant decreased by a factor of 2.4 (compare the factor of 3.3 effect on the solubility 
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298 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

of a substrate 1 carrying a t-butylphenyl hydrophobic group). With 6 M GnCl the 
binding of a t-butylphenyl group into β-cyclodextrin decreased by a factor of 4.3 
(compare this with the factor of 3.9 for the increased solubility of 1 in water with the 
same additive). The similarity of the magnitudes of the effects on solubilities and on 
binding into a cyclodextrin cavity are reasonable if two things are true. First of all, 
removal of a t-butylphenyl group from contact with water can be accomplished more or 
less equally either by taking it entirely out into a separate phase or by binding it into a 
cyclodextrin cavity microphase. Secondly, the urea and GnCl affect the t-butylphenyl 
groups, but not the cyclodextrin cavity. 

This last point adds to our evidence that the mechanism of salting in by agents 
such as urea and GnCl is by direct interaction with the hydrocarbon, not by a 
generalized change in the properties of the water. It seems reasonable that these agents 
could not easily bridge between the water solvent and the interior of a cavity, for 
geometric reasons. If instead these agents acted to modify the properties of water one 
might have expected that they would have decreased the hydrophobic energy of both the 
t-butylphenyl group and of the cyclodextrin cavity. If they had, the effects on binding 
constants should have been larger than those on solubilities. 

We also examined the effects of urea and of GnCl on the binding of some 
dimeric substrates to a cyclodextrin dimer, in which two hydrophobic groups are 
simultaneously bound to the two cyclodextrin cavities. We saw that much larger effects 
were seen in these cases. If there were simply a doubling of the amount of hydrophobic 
surface that was buried when compound 3 binds to cyclodextrin dimer 4, for instance, 
the free energy perturbation by urea or GnCl should have simply doubled. This would 
make the factor by which the binding constant changes be the square of that for the 
effect on single binding of 1 into a cyclodextrin cavity. Something close to this was 
seen when ethanol was used to modify binding constants, but a larger effect was seen 
with urea and with GnCl. 

For instance, with 10% ethanol the binding constant of 1 into cyclodextrin 
decreased by a factor of 0.37, while that of 3 into 4—which is 10 4 higher in pure 
water—decreased by a factor of 0.12 (the square of 0.37 is 0.14). Similarly with 20% 
ethanol the binding constant of 1 into cyclodextrin decreased by a factor of 0.17, while 
that of 3 into 4 decreased by a factor of 0.04 (the square of 0.17 is 0.03). However, 
with 8 M urea a 0.42 decrease in the 1:cyclodextrin binding constant became a 0.05 
factor with 3:4 (expected 0.18) while with 6 M GnCl a 0.23 factor for lxyclodextrin 
became a 0.012 factor for 3:4 (expected 0.05). The extra decrease for the dimeric 
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20. BRESLOW Hydrophobic & Antihydrophobic Effects on Organic Reactions 299 

binding in these cases may reflect effects on the linking groups, which are present in the 
dimers but not in the monomelic systems. 

It is too early to tell how well the expected quantitative relationships will be 
upheld. However, it is certainly clear that the effect of antihydrophobic agents increases 
as the buried hydrophobic area increases. 

Other Studies on Cyclodextrin Dimers. The 10 4 higher binding constant of 3 
into 4 than of 1 into cyclodextrin in pure water is one example of many we have 
reported (22-25) reflecting the chelate effect for such hydrophobic complexing. The 
free energy of binding for a dimeric case can be even more than twice that of the 
monomelic analog, since part of the chelate effect is the fact that translational entropy 
does not double in the dimeric case. Loss of translational entropy thus diminishes the 
monomeric binding constant but does not doubly diminish the dimeric one. 
Interestingly, we have recently done calorimetric studies on such binding (25), and find 
that this predicted entropy advantage for dimeric binding is not reflected in the 
experimental results. 

In common with previous work, we saw that simple binding of monomeric 
substrate 5 into β-cyclodextrin was driven by enthalpy (ΔΗ° = -5.21 kcal/mole) and not 
by entropy (TAS° = 1.06 kcal/mole), even though it is often found that hydrophobic 
binding is entropy driven. This is one of many examples that make it clear that the 
thermodynamic criterion for hydrophobic binding is not a reliable one. In the dimeric 
analogs 6-9—with binding of 6 into 7, 8 or 9—the AH°'s went to -16, -14, and -15 
kcal/mole respectively. However, they were compensated to some extent by 
unfavorable entropy changes, with TAS°'s of -6, -5, and -6 kcal/mole, respectively. 
The net result in these three cases was that dimeric binding was much stronger than was 
monomeric binding, but not by as much as double the monomeric free energy. 

5 
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300 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

In reactions in solution there is often entropy-enthalpy compensation, leading to 
surprising thermodynamic results. As discussed at the beginning of this chapter, 
solvent molecules can be bound or released in order to lower the total free energy, but 
binding a solvent molecule can lower the enthalpy at an entropy cost. Thus the finding 
that the chelate effect in this system does not follow simple ideas about entropy 
advantages is not completely surprising. 

Dimeric binding of substrates can also lead to strong catalyses in appropriate 
cases. For example, we have reported (24) the very fast hydrolysis of substrate 10 
when it is bound to catalyst 11 so as to place the ester group directly above the catalytic 
metal ion. Such systems hold great promise for the future. 

H 1_Q 

11 

Hydrophobic Effects on Nucleic Acid Structures 

The double helix is usually described in terms of its base-pairing interactions, by which 
the genetic code operates. The hydrogen bonds in such a structure may determine the 
specificity of binding, but much of the binding energy comes from hydrophobic 
stacking of the purines and pyrimidines in the core of the helix. As expected from this, 
antihydrophobic agents can disrupt the double helix just as they can denature proteins. 
The importance of this hydrophobic stacking interaction became clear to us in some 
studies we did (26-29) on an analog of normal DNA. 

For other reasons we had prepared (26) (Figure 1) the isomer of 
deoxyadenosine and of thymidine in which the secondary hydroxyl group was on 
carbon 2\ not the normal 3'. We constructed some 16-mers with these nucleosides to 
see how their properties compare with those of normal D N A , and saw striking 
differences (27). Mixed A T sequences showed no tendency at all to form a double helix 
with their complementary strands under conditions in which the analogous normal 
3',5 "-linked A and Τ sequences were strongly bound to each other. However, a 16-
mer containing only the abnormal A was strongly bound to a 16-mer of abnormal T! 
Such a contrast in properties between mixed sequences and homopolymers is 
unprecedented for normal nucleosides. 

Molecular models suggested what the difference was. In normal DNA—with its 
3',5" phosphate links—the heterocyclic base groups in the core of the double helix can 
stack well, with little hydrophobic surface exposed to solvent. By contrast, in a 
computer model of a double helix constructed of our isomeric nucleosides—with their 
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2',5" phosphate links—the geometry is such that the bases do not stack so completely. 
There is exposed hydrophobic surface, and this diminishes the major stabilizing force 
for the normal double helix. Thus mixed sequences of our isomeric D N A do not form a 
double helix. 

Normal DNA 0 u r D N A i s o m e r 

linked to position 3 l i n k e d t 0 P ° s l t l o n 2 

Figure 1. Normal D N A and its isomer. 

What then can be the explanation of the finding that homopolymers—strands 
containing only A or only Τ—do indeed associate? We suggested (28) that they could 
be forming a triple helix, and physical studies (29) have now confirmed this. As the 
computer model shows, the extra strand in the triple helix helps to cover more of the 
hydrophobic surface in our system. We found that the base association is pyrimidine-
purine-pyrimidine, as in triple helices of normal D N A with both Watson-Crick and 
Hogsteen base pairing interactions. The homopolymers can set up such a structure by 
using two pyrimidine strands and one purine strand, but mixed sequences cannot. 

One might ask: why does Nature use D N A with 3',5" links, when one could 
imagine that 3-deoxynucleosides could also have been available in which 2*,5" links are 
present? The answer seems to be that hydrophobic binding is a principal force in 
holding the double helix together, and only with the 3',5" links is this binding strong 
enough to permit the operation of a genetic system. 

Conclusions 

Water is an exciting solvent for organic chemistry, not just for biochemistry. The 
hydrophobic effect in water can greatly influence binding constants, rate constants, and 
selectivities. Its role can be diagnosed by the use of prohydrophobic and 
antihydrophobic additives. Quantitative studies suggest that the magnitudes of their 
effects may even be used to furnish a detailed picture of transition states for reactions in 
water. 
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Chapter 21 

Enforced Hydrophobic Interactions and 
Hydrogen Bonding in the Acceleration 

of Diels—Alder Reactions in Water 

Wilfried Blokzyl1 and Jan B. F. N . Engberts 

Department of Organic and Molecular Inorganic Chemistry, University 
or Groningen, Nyenborgh 4, 9747 A G Groningen, The Netherlands 

Following pioneering work of Breslow, Grieco and others, we find that 
intermolecular Diels- Alder (DA) reactions of cyclopentadiene with alkyl 
vinyl ketones and 5-substituted-l,4 naphthoquinones as well as 
intramolecular D A reactions of N-furfuryl-N-alkylacrylamides are greatly 
accelerated in water as compared with traditional organic solvents. Iso
baric activation parameters in combination with thermodynamic quantities 
for transfer of reactants and activated complex from alcohols and 
alcohol-water mixtures to water indicate, that the decrease of the 
hydrophobic surface area of the reactants during the activation process 
("enforced hydrophobic interactions") is an important factor determining 
the rate enhancement in water. A second factor involves hydrogen-bond 
stabilization of the polarized activated complex. Aggregation or stacking 
of the reactants do not play a role at the concentrations used for the 
kinetic measurements. In alcohol-water mixtures the rate accelerations 
are confined to the highly water-rich solvent composition range and 
result from favorable changes in both Δ#Ηө and Δ#Sө. 

For a large variety of Diels-Alder (DA) reactions, both rate constants and 
stereospecificities are little or only moderately sensitive to changes in the nature of 
the reaction medium (7). However, in 1980 Breslow et al.(2) showed that, quite 
surprisingly at that time, D A reactions are dramatically accelerated in aqueous 
solution. Ever since, similar curious rate effects have been found for many other 
organic reactions including Claisen rearrangements (J), benzoin condensations (4) 
and aldol reactions of silyl enol ethers (5). A common aspect of these reactions is 
that the reactants are relatively apolar species. Particularly Grieco et al.(6) have 
shown that the remarkable rate enhancements in water are not just curiosities but that 

1Current address: Unilever Research Laboratories, P.O. Box 114, 3130 AC Vlaardingen, 
The Netherlands 

0097-6156/94/0568-0303$08.00/0 
© 1994 American Chemical Society 
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water can be a highly useful solvent in synthetic organic chemistry. Recently, the 
first extensive review of organic reactions in aqueous media has appeared (7). Sever
al explanations have been presented to account for the high rate constants of D A 
processes in water. These include micellar-like catalysis (8), effects due to the high 
cohesive density of water (9), internal pressure (10), solvophobicity (11) and 
enhanced hydrogen bonding to the carbonyl function in the activated complex (12). 
Breslow (13) proposed that "hydrophobic packing" of diene and dienophile is the 
most likely explanation, largely based upon kinetic studies of D A reactions in water 
in the presence of "salting-in" and "salting-out" materials. Apart from aqueous 
solvent effects, D A reactions can be accelerated by Lewis-acid catalysis and catalytic 
antibodies (14) and by increased external pressure. Finally, we note that D A 
reactions are often speeded up in "organized aqueous media", such as 
microemulsions (15), micellar systems (16) and clay emulsions (17). These rate 
effects have been attributed to cage effects, pre-orientation of the reactants, 
microviscosity effects and local concentration effects. Interestingly, D A processes 
can also be quite fast in heterogeneous aqueous media (7). 

In an endeavor to obtain a proper understanding of the reasons for the rate 
acceleration of D A reactions in water, we have performed a detailed kinetic study 
of the intermolecular D A reactions of cyclopentadiene (1) with alkyl vinyl ketones 
(2a,b) and 5-substituted-1,4-naphthoquinones (3a-c) in water, in alcohols and 
alcohol-water mixtures and in a series of organic solvents (18,19) (Scheme 1). 
Furthermore we have examined solvent effects on the intramolecular D A reaction 
of N-furfuryl-N-alkylacrylamides (18,20). Effects due to the hydrogen-bond acceptor 
capability of the dienophile have been probed via a comparison of the rates of the 
D A reaction of 1 with methyl vinyl ketone (2a) and methyl vinyl sulfone (4) (21). 
It will be shown that the rate acceleration of the D A reactions in water is governed 
by the decrease of the hydrophobic surface area of the reactants during the activation 
process ("enforced hydrophobic interactions"). A second factor involves hydrogen-
bonding stabilization of the polarizable activated complex. 

Kinetic Solvent Effects on Intermolecular D A Reactions in Water 
The rate constants for the intermolecular D A reactions studied (Scheme 1) are 
spectacularly enhanced in water. For example, the second-order rate constant for the 
reaction of 1 with 3a is increased by a factor of 7600 going from n-hexane to water. 
For a series of 17 organic solvents, the Gibbs energy of activation for the reaction 
of 1 with 3c shows a trend with the solvent polarity as expressed in the Dimroth-
Reichardt Ef(30) value (Figure 1), but the reaction in water is much faster than 
expected on the basis of this trend. A similar result is obtained if A#G® for the same 
reaction is plotted against the acceptor numbers of the solvents following a procedure 
advanced by Desimoni et al.(2J). The following discussion will be focused on a 
quantitative analysis of rate constants and isobaric activation parameters of the D A 
reactions in water, in some monohydric alcohols and in binary mixtures of water 
with these alcohols. Relevant data are presented in Table I. It is clear that the 
substantial rate accelerations going from the alcohols to water are reflected in a more 
favorable magnitude of both Δ * Η θ and -TA#S®. Second-order rate constants for the 
D A reaction of 1 with 3a in EtOH-H 20, n-PrOH-H 20, and t-BuOH-H 20 (Figure 2) 
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0 

3 b # R = 0H 

3c. R = 0 C H 3 

Scheme 1 

A * G * ' . k J . m o l 

95 μ 

75 Y 

65 * « « ' » « ' « 1 

25 30 35 40 45 50 55 60 65 
E,(30) 

Figure 1. Gibbs energy of activation for the Diels-Alder reaction of 1 with 3c in n-
hexane (1), tetrachloromethane (2), benzene (3), 1,4-dioxane (4), THF (5), 
chloroform (6), dichloromethane (7), acetone (8), D M S O (9), acetonitrile (10), 2-
propanol (11), ethanol (12), N-methylacetamide (13), N-methylformamide (14), 
methanol (15), glycol (16), trifluoroethanol (17) and water (18) as a function of 
Er(30) at 25°C. 
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Table I. Second-order Rate Constants and Isobaric Activation Parameters for 
the Diels-Alder Reactions of Cyclopentadiene (1) with Dienophiles 2a, 2b, and 

3a-c in Aqueous Solutions and Organic Solvents, at 25°C 

D a Solvent k 2 Δ Ό Θ Δ # Η Θ -TA'S' 

dm3 mol 1 s 1 kJ mol 1 kJ mol 1 kJ mol 1 

Methanol 0.883xl0"3 90, 46 

Ethanol 0.868χ10· 3 90. .50 

1-Propanol 0.912χ10 3 90. .37 45, .1(0. 7) 45. .3(0. 7) 

Water 51.9x10 3 80. .35 39. .4(0. 7) 40. .9(0. 7) 

Water+SDSb 45.6x10 3 80. .68 

Water+SDSC 40.5χ10 3 80, .97 

Water+CTAB B 29.5χ10 3 81, .75 

Water+CTAB C 20.8χ10 3 82 .63 

1-Propanol 0.762χ10 3 90 .82 45 .8(0. .5) 45 .0(0, .6) 

Water 48.9χ10 3 80 .50 41 .5(0, .6) 39 .0(0, .6) 

1-Propanol 17.6χ10 3 83 .05 42 .9(0, .6) 40 .1(0, .6) 

Water 4.28 69 .42 36 .6(0. 4) 32 .8(0, .5) 

1-Propanol 32.2χ10"3 81, .54 44, .2(0. ,5) 37, .3(0, .6) 

Water 4.33 69 .39 44, .2(0. .8) 25, .2(0. 8) 

1-Propanol 14.9χ10 3 83 .44 43, .3(1. .0) 40 .2(1. 0) 

Water 5.26 68, .91 40 .5(0. 7) 28, .4(0. 7) 

β Dienophile. b 50 mmol in 1 kg of water. c 100 mmol in 1 kg of water. 
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Figure 2. Second-order rate constants for the Diels-Alder reaction of 1 with 3a in 
mixed aqueous solutions as a function of the mole fraction of water at 25°C.; · , 
ethanol; • , 1-propanol; A, 2-methyl-2-propanol. 
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show that the large rate enhancements going to water are confined to the water-rich 
solvent composition range. This type of behavior is general for all D A reactions 
examined in this study. We note that for the reaction of 1 with 3a-c even a slight 
increase of k 2 is found upon the addition of small amounts of n-PrOH and t-BuOH 
to water. This remarkable effect was not observed for the D A reactions of 1 with 
2a-b. The solvent has also a marked effect on the endo/exo product ratios for the 
reactions of 1 with 2a and 2b (Figure 3). Again the greatest solvent-dependence is 
found in the water-rich region. In mixed aqueous solvent systems with high mole 
fractions of water (X(H 2 0) = 0.95-1.00), the effect of the cosolvent on the second-
order rate constant for the D A reactions is modest (data are given in ref. (22)). Since 
the cosolvent is not aggregated in this dilute region, we conclude that the sum of the 
Gibbs energies for the pairwise interactions of the cosolvent with diene and 
dienophile almost equals the pairwise interaction of the cosolvent with the activated 
complex. Interestingly, A#H® and A#S® undergo large changes upon addition of e.g. 
small amounts of 1-PrOH (Figure 4). However, these changes are largely 
compensating, leading to modest changes in A'G®. For the reaction of 1 with 3c, the 
rate-accelerating effect in water relative to pure 1-PrOH is almost entirely entropie 
in origin, whereas the rate accelerating effect at X(H 2 0) = 0.9 (i.e.. at 10 mol % of 
1-PrOH) is overwhelmingly caused by a favorable enthalpy change (ÔA*HB = 22 
kJ.mol 1 vs. -<5TA'S° = 10 kJ.mol 1). 

Evidence against Homotactic or Heterotactic Association of Diene and 
Dienophile in Water 

A possible explanation for the rate enhancement of the D A reactions in water could 
involve homo- or heterotactic association of diene and dienophile. These effects 
would lead to enhanced local concentrations of both reaction partners leading to 
acceleration of the bimolecular reaction. A similar effect operates on intermolecular 
D A reactions in aqueous solutions in the presence of cyclodextrins (13). Strong 
experimental evidence, however, argues against the operation of this entropy effect 
in the kinetic study of the D A reactions shown in Scheme 1: 
(a) Vapor pressure measurements of 1 above its aqueous solution (25 °C) in the 
concentration range 0-0.06 mol.kg"1 and, in the same concentration range, above a 
solution of 1 in EtOH-H 2 0 (X(H 2 0) = 0.90) show (Figure 5) that the vapor pressure 
is a linear function of the molality of 1 (mC P D) until at least m C P D = 0.03 mol.kg*1. 
Small deviations from linearity only occur near the solubility limit of 1. We contend 
that 1 does not aggregate significantly in water at the concentrations used in our 
kinetic measurements (2.10*3 - 2.10 2 M) . In the EtOH-H 2 0 mixture, 
thermodynamically ideal behavior extends to even higher concentrations. Similar 
experiments with aqueous solutions of 2a-b also indicated that these dienophiles do 
not aggregate in aqueous solution; 
(b) In our kinetic measurements, the naphthoquinones 3a-c were used in 
concentrations of ca. 5AÙ5 M . Aggregation or stacking of 3a-c at these low 
concentrations is very unlikely; 
(c) Second-order rate constants for our D A reactions were determined using different 
excess concentrations of diene and dienophile (18,22). The rate constants were 
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[endoj / ^exoj 

g ι l 1 1 1 1— 

0.0 0.2 Q.L 0.6 0.8 1.0 
χ (H 2 0) 

Figure 3. Endo/exo product ratio for the Diels-Alder reaction of 1 with 2a in 
mixtures of water and methanol, Δ ; ethanol, • ; 1-propanol, O ; and 2-methyl-2-
propanol, Ο as a function of the mole fraction of water, at 25°C. 
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A * G * \ k J . m o l 

50 h 

20 1 1 1 1 » 1-
0.0 0.2 0.4 0.6 0.8 1.0 

χ ( H 2 0 ) 

Figure 4. Isobaric activation parameters for the Diels-Alder reaction of 1 with 2a 
as a function of the mole fraction of water in mixtures of water and 1-propanol; 
A*G° ( • ) , Δ # Η θ ( • ) and -TA'S* (O) at 2 5 ° C . The values of A#G® have been 
displaced downwards by 40 kJ mol 1 for clarity. 
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Peak A r e a x 10 

0.00 0.02 0.04 0.06 0.08 

m c p d , m o l kg 

Figure 5. Plots of the peak area of cyclopentadiene, obtained after injection of a 
standard volume of vapor, withdrawn from the vapor above an aqueous solution of 
cyclopentadiene as a function of the molality of cyclopentadiene, at 25°C.; solution 
of cyclopentadiene in pure water, • and solution of cyclopentadiene in an aqueous 
solution, containing 10 % (w/w) of ethanol, · . 
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reproducible within small error limits which indicates that the reactants do not form 
aggregates under these conditions; 
(d) The intramolecular D A reactions are also greatly accelerated in water. This 
observation, in combination with the fact that the conformation of the substrate in 
water is not significantly different from that in the organic solvents (24) is not easily 
reconcilable with reactant aggregation being the reason for the large reaction rates 
of the intermolecular D A reactions in water. 

Pseudothermodynamic Analysis of Medium Effects on D A Reactions in Water 
and Alcohol-Water Mixtures. Enforced Hydrophobic Interactions and Hydrogen 
Bonding Effects 

An adequate analysis of kinetic medium effects benefits greatly from an approach 
which allows a separation of the effect of the solvent on the initial state (IS; 
reactants) and the activated complex (AC). Therefore, standard Gibbs energies of 
transfer were measured for the IS, A C , and also the reaction product of the D A 
reactions of 1 with 2a and 2b. The transfer parameters for 1, 2a-b, and the 
respective reaction products were obtained from vapor pressure measurements 
(18,22), those for the A C were calculated from the Gibbs energies of activation in 
combination with the Gibbs energies of transfer for the reactants. The data for the 
reaction of 1 with 2a over the whole mole fraction range in l-PrOH-H 2 0 are shown 
graphically in Figure 6. These results are very rewarding and the following 
conclusions can be drawn. First of all, the IS (1 + 2a) is greatly destabilized in the 
water-rich region and the effect is dominated by the hydrophobic nature of 1. We 
note that the behavior of the IS and the reaction product is rather similar. By 
contrast, the standard chemical potential of the A C is much less dependent on 
X(H 20) and can adapt itself remarkably well to the solvation changes over the whole 
mole fraction range ("chameleon behavior"). The data in Figure 6 provide strong 
evidence that the rate acceleration in water relative to the rate in 1-PrOH is mainly 
caused by destabilization of the IS. Since no IS aggregation is involved, we propose 
that, going from 1-PrOH to water, the stabilization of the transition state relative to 
the reaction partners is, at least in part, caused by the reduction of the hydrophobic 
surface area of the reaction partners during the activation process. Since this effect 
is dictated by the activation process of the D A reaction, the effect may be called 
"enforced hydrophobic interaction". This effect should be clearly distinguished from 
pairwise hydrophobic packing of diene and dienophile which may well involve a 
complex with a geometry quite different from that of the A C for the D A reaction. 
For a discussion of the factors contributing to the gain in Gibbs energy resulting 
from hydrophobic interaction, the reader is referred to a recent review (25). The 
favorable contraction of the hydrophobic volume of the reaction partners during 
activation is also expressed in the pronounced preference for the endo isomer if the 
mole fraction of water is increased in the alcohol-water mixtures (vide supra: Figure 
3). The observed small increase of k 2 upon addition of small (1-2 mole %) quantities 
of 1-PrOH or t-BuOH to water (Figure 2) indicates that these relatively hydrophobic 
alcohols exert a competing favorable effect on the enforced hydrophobic interaction. 
Indeed, Ben-Nairn (26) has shown that pairwise hydrophobic interactions are 
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χ ( H 2 0 ) 

Figure 6. Standard Gibbs energies of transfer for reactants, activated complex and 
products of the Diels-Alder reactions of 1 with 2a from 1-propanol to mixtures of 
1-propanol and water as a function of the mole fraction of water at 25°C.; 2a, • ; 
1, • ; initial state (l+2a), · ; activated complex, O ; product, O . 
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augmented in the presence of small concentrations of an organic cosolvent. 
Returning now to the data points for the A C in Figure 6, we contend that the 
remarkable insensitivity of the standard potential calls for a second effect operating 
on the kinetic medium effect. We suggest that water induces a more polar activated 
complex through increased hydrogen-bonding to the polarized carbonyl moiety. This 
effect will induce an A C that can be optimally accommodated in the aqueous 
medium. Recent Monte Carlo simulations of the changes in Gibbs energy of 
solvation for the reaction of 1 with 2a in η-propane, methanol and water yielded 
strong evidence for the strengthening of the two hydrogen-bonds to the carbonyl 
moiety during the activation process (72,27). The effect on the A C is probably not 
of primary importance for the overall kinetic medium effect since the largest rate 
enhancement is found in water and not in the strongly hydrogen-bond donating 
solvent (CF 3 ) 2 CHOH. 

Substituent Effects 

Substituent effects on the D A reaction of 1 with 5-substituted naphthoquinones (3a-c; 
3d, R = Me; 3e, R = Ac; 3f, R = N O J will be reported in a separate paper. We 
only note that no linear Hammett-type relation is obtained in water, most likely 
because of steric interaction between the 5-substituent and the carbonyl group (27). 
Nevertheless, substituent effects clearly decrease in the series n-
hexane > MeCN > EtOH > C F 3 C H 2 O H > -(CF 3 ) 2 CHOH > H 2 0, consistent with the 
idea that enforced hydrophobic interactions and hydrogen-bond stabilization of the 
A C both contribute to the rate acceleration in aqueous media. 

Comparison of Methyl Vinyl Ketone and Methyl Vinyl Sulfone as the Dienophile 

The proposed explanation for the high rates of D A reactions in aqueous solutions 
implies that the kinetic solvent effect will respond to changes in overall 
hydrophobicity of the IS and hydrogen-bond capability of the A C . This is borne out 
in practice by a comparison of kinetic solvent effects on the reaction of 1 with 
methyl vinyl keton (2a) and methyl vinyl sulfone (4) (27). Reaction rates for the 
reaction of 1 with 4 were determined in MeCN, EtOH, 1-PrOH, C F 3 C H 2 O H , 
(CF 3)2CHOH and water. It was found that the rate enhancement going from MeCN 
to water amounts to 71x for 4 as compared with 250x for 2a. Combination of Gibbs 
energies of activation with Gibbs energies of transfer of 4 from C H 3 C N to water led 
to the somewhat unexpected result that 4 is less hydrophobic than 2a. The presence 
of two oxygen hydrogen-bond acceptor sites in the sulfone compared to one in the 
ketone may account for this result. It is obvious that the rate acceleration for a 
particular D A process in aqueous solution depends on a quite specific way on the 
nature of the diene and dienophile as far as hydrophobicity and hydrogen-bonding 
capability is concerned. 

D
ow

nl
oa

de
d 

by
 N

O
R

T
H

 C
A

R
O

L
IN

A
 S

T
A

T
E

 U
N

IV
 o

n 
O

ct
ob

er
 2

6,
 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e:
 S

ep
te

m
be

r 
29

, 1
99

4 
| d

oi
: 1

0.
10

21
/b

k-
19

94
-0

56
8.

ch
02

1

In Structure and Reactivity in Aqueous Solution; Cramer, C., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1994. 



21. BLOKZUL & ENGBERTS Acceleration ofDkh-AMer Reactions in Water 315 

Intramolecular D A Reactions in Water 

The intramolecular version of the D A reaction is over twenty years younger than its 
bimolecular counterpart. The first example was reported by Alder et al.(28). The 
reaction is of great utility in natural product synthesis (29). Because of its 
intramolecular nature, "entropie assistance" often leads to Gibbs energies of 
activation which are 22-30 kJ.mol"1 lower than those for analogous bimolecular D A 
reactions. 
We have found that the intramolecular D A (IMDA) reaction of N-furfuryl-N-
methylmaleamic acid (5a; Scheme 2) is also greatly accelerated in water (18,20). 
Some further examples are listed in Table II (20,22). The rate enhancements in 
water are comparable to those for intermolecular D A processes in aqueous solution. 
*H-NMR studies (20) indicate that the high rate constants for IMDA reactions cannot 
be attributed to enhanced concentrations of the s-cis conformation in water. 
Apparently, the high rate of IMDA reactions in water can be rationalized by similar 
considerations as outlined above for the intermolecular D A reactions. A detailed 
account of IMDA reactions in water will be given elsewhere (20). 

Conclusions 

It appears that several previous explanations for the large rate enhancements of D A 
reactions in aqueous solution are ambiguous or even fallacious. For example, the 
effect cannot be rationalized in terms of the internal pressure since the internal 
pressure of water is small instead of large (1,30). Furthermore, micellar effects are 
also not operative since micelles retard instead of accelerate D A reactions as 
compared with the reaction in water (Table I). The present results indicate that two 
factors dominate the rate acceleration in water: (1) enforced hydrophobic interactions 
during the activation process and (2) hydrogen-bond stabilization of the polarizable 
activated complex. A quantitative assessment of the relative contributions of both 

R 

Ο 

5a, R = methyl 
5b,R = ethyl 
5ç, R = n-propyl 
Sci R = n-octyl 

Scheme 2 
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316 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

Table II. Rate Constants and Gibbs Energies of Activation for the I M D A 

Reactions of 5a-d in a Series of Organic Solvents and in Water at 25°C 

Compound Solvent Rate Constant A #G® 
s 1 kJ mol 1 

5a Ethanol 3.09x1ο-4 93.1 
5a 1-Propanol 2.90xl0 4 93.2 
5a Hexane 1.63xl0~4 94.6 
5a 1,4-Dioxane 4.93xl0 5 97.6 
5a Dichloromethane 2.36xl0"5 99.4 
5a Acetonitrile 9.27xl0-5 96.0 
5a Trifluoroethanol 2.82xl0' 3 87.6 
5a Water 2.50xl0"2 82.0 
5b Ethanol 4.10xl0-4 92.4 
5b 1-Propanol 3.65xl0"4 92.6 
5b Water 2.94xl0 2 81.8 
5c Ethanol 4 . 7 7 X 1 0 - 4 92.0 
5c 1-Propanol 4 . 3 7 X 1 0 - 4 92.2 
5c Water 1.80xl0-2 83.0 
5d Ethanol 4.85xl0' 4 91.9 
5d 1-Propanol 4.36xl0 4 92.2 
5d Water 1.40x102 83.6 

effects is difficult and will depend, inter alia, on the reference solvent employed for 
characterizing the hydrophobicity of diene and dienophile. Our experimental results 
are fully consistent with the elegant computer simulations performed by Jorgensen 
et al.(72,27). 
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Chapter 22 

Influence of Induced Water Dipoles 
on Computed Properties of Liquid Water and 

on Hydration and Association of Nonpolar 
Solutes 

Daniel Van Belle, Martine Prévost, Guy Lippens, and 
Shoshana J. Wodak 

Unité de Conformation des Macromolécules Biologiques, Université Libre 
de Bruxelles, CP 160/16, P2 avenue P. Héger, B-1050 Bruxelles, Belgium 

The extended Lagrangian method is used to compute the induced 
polarization of water in molecular dynamics simulations. 
In a first part, this method is applied in simulations of pure water, 
using the polarizable PSPC model. Thermodynamic, structural 
and dynamical properties are computed and compared to those 
obtained using the mean-field SPC. Simulations with the extended 
Lagrangian method are shown to reproduce results obtained with 
the more classical self-consistent iterative/predictive procedure. 
In particular, they confirm that the explicit representation of the 
induced polarization considerably improves the transport proper
ties of the SPC model. They demonstrate in addition, that the ma
jor impact of the many-body effect is on the water molecule orien
tational times, whereas the static properties and the self-diffusion 
coefficient are much less affected. 
In a second part, PSPC implemented with the extended Langra
gian method is used to investigate the effect of adding explicit po
larization terms to the water potential on the structural and dy
namic properties of aqueous methane solutions and on methane
methane association in water. It is shown that electronic polariza
tion of the water molecules has a subtle though significant influ
ence on the structure and dynamics of water molecules surround
ing the hydrophobic solute. But its most remarkable influence, by 
far, is on the methane-methane potential of mean force, where it 
appears to abolish the much questioned solvent separated mini
mum obtained in many previous studies with nonpolarizable water 
models. Polarizable water models hence seem to yield an improved 
physical picture of pure water and should be an interesting tool for 
investigating the processes of hydrophobic association. 

Following the pioneering work of Rahman and Stillinger (1), many water models 
have been developed for use in simulation studies (2-12). With only a few excep-

0097-6156/94/0568-0318$08.00/0 
© 1994 American Chemical Society 
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22. VAN BELLE ET AL. Computed Properties of Liquid Water 319 

tions (9-12) these models neglect many body effects underlying induced polariza
tion. They assume pair-wise additivity of the potential, which decreases substan
tially the time needed to compute the energies and forces in the system. A pair-
wise treatment may be considered as an acceptable approximation as long as one 
deals with pure water. Indeed, in this case, the effect of polarization can be readily 
taken into account in an average way by enhancing the permanent dipole moment 
of water. While this has led, in general, to a satisfactory description of the struc
tural properties of water, difficulties were encountered in reproducing concom
itantly, both the thermodynamic and dynamic behavior (2,13). Furthermore, in 
mixtures where the isotropy of the system is broken, the 'average' view of the wa
ter molecule is highly questionable. More accurate descriptions seem indeed to 
be required to evaluate the effect of hydrophobic or ionic solutes on the sur
rounding solvent (9,14), or to adequately represent electrostatic interactions in 
highly heterogeneous systems such as proteins (25,16). 

Explicit treatment of electronic polarization effects (5, 9, 10) constitutes 
therefore a welcome refinement of the water-water interaction potential. Differ
ent methods (5,10) have been proposed to reduce the computer time required for 
calculating the induced dipoles. The procedure derived by Sprik and Klein (5), 
specifically designed for use in molecular dynamics simulations, completely 
abandons the iterative schemes or matrix inversion required to solve the self-
consistent equations. Instead, it follows an approach related to the constant pres
sure and constant temperature method that uses the extended Lagrangian for
malism (17). The induced dipole on each molecule is treated as an additional de
gree of freedom, and the Lagrangian of the system is 'extended' with a fictitious 
kinetic term associated with this extra variable. The equations of motion of this 
variable, derived by the standard procedure of the Lagrangian theory (18), are 
integrated by standard numerical procedures used in molecular dynamics pro
grams. 

In this study, the extended Lagrangian method of Sprik & Klein (5) is 
applied to simulations of pure liquid water and of methane-water solutions, using 
PSPC (10), a polarizable variant of the classical three-center water model SPC 
(2). The present approach differs from the original procedure by keeping the in
duced dipoles centered on the water oxygens, rather than distributing them on 
additional sites, which results in an appreciable gain in computer time. From the 
generated trajectories structural and dynamic properties of liquid bulk water and 
of water around the hydrophobic solute are computed, and compared to those 
obtained from simulations of the identical systems carried out using the mean-
field SPC water model. Lastly, we also compare the potentials of mean force be
tween two methane molecules dissolved in water, calculated using the extended-
Lagrangian PSPC and the classical SPC respectively. 

These comparative analyses allow us to investigate the influence of induced 
polarization of water on its bulk properties, as well as on hydrophobic hydration 
and hydrophobic association. 

Methods 

Computation of induced polarization. Assuming a scalar polarizabilityand linear 
polarization, the induced dipole moment of the kth water molecule is given by: 
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320 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

Pk = &k (1) 

where pk is the induced dipole moment, is the polarizability and E k is the 
total electric field measured at the water oxygen. 

The induced polarization is computed using the approach described in de
tail in ref. 5,16. Only its main features are therefore outlined below. 

The dipole moment p is treated as an additional (internal) degree of free
dom of the water molecule. Using the extended Lagrangian formalism (17), the 
system is represented in a new phase space defined by the cartesian coordinates 
of each water molecule, its induced dipole and the conjugated momenta of both. 
For each extra degree of freedom k, a potential energy term is added to the sys
tem (19). This term contains two contributions, the energy of the induced dipole 
given an external field, and the energy for creating the induced dipole. The extra 

degrees of freedom also have a kinetic term, Kp = \^mp P*' associated with 
1 k 

them, where p* is the time-derivative of the induced dipole and m p is an 'inertial 
factor' associated with the extra dynamical variables whose dimensions are those 
of mass.charge"2. 

With the standard procedures of Lagrangian mechanics the following equa
tion of motion is then derived: 

where p* is the second time derivative of the induced dipole. Integration of 
equation 2 which is readily performed by standard numerical integration algo
rithms such that ofVerlet (20), yields the value of p^ which is then used to compute 
the electrostatic terms and the forces that depend on the induced dipoles. The 
dipole inertial factor determines the time-scale of the response of the dipoles to 
fluctuations of the electric field produced by the motion of the particles. A fixed 
value of 0.5 gr/eu 2 was used for this factor throughout the simulations, following a 
calibration against simulations of the same PSPC system, but where the full itera
tive procedure is used to evaluate the many-body effects (22). 

This procedure for computing the many-body polarization effects is ex
tremely efficient, with an increase of no more than a factor of 2 in computer time, 
essentially due to the overhead associated with computing energies and forces 
between the dipoles. 

Water models, and the methane-water potential.Two water models are used 
here. The classical SPC model (2) and the polarizable PSPC model derived from 
it by Ahlstrôm et al. (10). Both are members of the three-center models class, 
with a single Lennard-Jones interaction positioned at the oxygen and three 
charges positioned at the nuclear coordinates. The parameters for both models 
are summarized in Table 1 of ref. 22. 

The methane is taken as non polarizable, and interacts with the water mole
cules through a single Lennard-Jones potential (23% with the following parame
ters, obtained by the Lorentz-Berthelot combination rules: O M W - 3.448Â, 
€ M W - - 0 . 2 1 4 kcal/mol for the classical SPC system and C M W - 3 . 4 9 7 Â , 
€MW=-0-195 kcal/mol for the polarizable PSPC system. 

(2) 
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Molecular dynamics calculations. The integration algorithm used for computing 
positions and dipoles is the Velocity version' of the Verlet algorithm (RATTLE) 
(21). The molecular dynamics simulations are performed in the isovolumic-iso-
thermal N,V,T ensemble, sampled by the extended Lagrangian Nosé meth
od (17), with routines implemented in the B R U G E L package (24). 

The pure liquid simulations are carried out on 216 water molecules at a 
density of 1 g/cm 3, confined to a cubic cell with periodic boundaries. The simula
tions of methane in water consider 341 water molecules at a density of 1 g/cm 3, 
plus two methane atoms, held fixed at their contact distance (4 Â) (25). In both 
systems, geometrical constraints are applied to the bond distances and angles of 
the water molecules following the method of Ryckaert (26), and an integration 
time-step At = 2.10" 1 5 s is used. The systems are equilibrated during 20 ps and 
simulations are carried out for 50 ps. 

A site-site spherical cut-off of 8.5 Â is applied to all the terms in the poten
t ia l The water-water electrostatic potential term is multiplied over the entire dis
tance range (between 0 and the cutoff distance) by a termination function 
S(r) (27, 28): 

S ( r ) = l - 2 f + ( f ) 2 (3) 
'c rc 

where r is the site-site distance (r < rc) and r c is the cut-off distance. 
This termination scheme has been extensively tested on SPC liquid water, 

against the Ewald summation, leading to quite satisfactory results on thermody
namic, structural and transport properties (28). Results on the latter 2 properties 
are illustrated in Figures 1 and 2. 

Methane-Methane potential of mean force (pmf) calculations. The free energy 
profile is calculated as a function of the intermolecular distance between the 
methane molecules using the free energy difference perturbation technique 
which leads to (29, 30): 

A A ( r - > r + A r ) = - k B T l n < e " A u / k B T > r (4) 

where the angle brackets with the subscript r represent an ensemble aver
age, computed with the intermolecular distance between the two methanes held 
fixed at a distance r, and A U is the potential energy difference obtained by chang
ing the intermolecular distance from r to r + ΔΓ. 

To evaluate the potential of mean force between two methanes dissolved in 
water a total trajectory of 670 ps has been computed. This trajectory consists of 
17 individual molecular dynamics runs, each performed at a given methane-me
thane separation distance r, with r varying from 8.0 to 3.75 Â, in steps of 0.250 Â. 
Each run consists of 10 ps equilibration followed by 20 ps to calculate the aver
ages. In order to improve convergence, in the distance interval of 7.0-5.25 Â the 
trajectories used for averaging were extended to 40 ps. At the methane-methane 
distance of 4 Â, an additional 60 ps molecular dynamics simulations have been 
performed for the purpose of computing the average properties. 

The uncertainties associated with the calculated free energy differences 
were evaluated using the procedure described in ref. 25. 
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0 . 5 0 . 6 0 . 7 0.8 r/nm 

Figure 1. Oxygen-oxygen Pair Correlation Functions in Simulations of 
Pure SPC Water Using Different Termination Functions. 
The figure illustrates results obtained in molecular dynamics simulations 2 7 , 
using the SPC model either with Ewald's summation (dashed curve) or with 
2 different terminations functions: (a) the one in equation 3, and (b) S(r) = 
l - ( r / r c ) 2 + (r/rç) 4from ref. 40. 
(Reproduced with permission from ref. 28. Copyright 1990 Taylor & Francis 
Ltd.) 
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1.0 

0.5 

1.0 

0.5 

Φ) 
Figure 2. Normalized Center of Mass Velocity Autocorrelation Function for 
Simulations with Pure SPC Water Using Different Termination Functions. 
The figure illustrates results obtained in molecular dynamics simulations 2 1 , 
using the SPC model either with Ewald's summation (dashed curve) or with 
2 different terminations functions: (a) the one in equation 3, and (b) S(r) = 
l - ( r / r c ) 2 + (r/r p) 4from ref. 40. 
(Reproduced with permission from ref. 28. Copyright 1990 Taylor & Francis 
Ltd.) 
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A comparison between the mean-field SPC and polarizable PSPC water 
models: simulation studies of pure liquid water (22, 31) 

Structural and thermodynamic properties. Values of thermodynamic and aver
age properties for SPC and PSPC models calculated from our simulations are 
listed in Table I. Overall, the properties derived from our simulations show a 
good agreement with the results previously described on the same PSPC mod
el (10), although a slight lowering (0.1 Debye) of the magnitude of the average 
dipole moment is observed in our simulation. This could be due to the use of the 
termination function which is applied to all the terms involving interactions be
tween and with permanent partial charges. It has been shown that this termina
tion scheme behaves as if the partial charges are replaced by a distance depen
dent but smaller effective charge (28), with a net result of reducing the electrostat
ic energy and weakening the forces and electric fields in the system. The weak
ened fields, will in turn reduce the response of the polarizable particles, thereby 
leading to smaller induced dipoles. 

Table I. Thermodynamic and Average Properties of the Simulated PSPC and 
SPC Systems 

— PSPC* 

Temperature (K) 300 300 

Polarization energy (kcal/mol) 0.88<d) -2.91 ± 0.05 

Vaporization enthalpy (kcal/mol)(a> 9.10 ± 0.05 9.10 ± 0.05^* 

Induced dipole moment (Debye)<c> 0.42 1.0 ± 0.01 

Total dipole (Debye) 2.27 2.8 ± 0.01 

Angle between induced and permanent - 22° ± 0.3 
dipoles 

S O U R C E : adapted from ref. 22 
* values obtained by Van Belle et al. (22) 
(a) experimental value is 9.91 kcal/mol 
(b) with 3/2keT, the internal energy of the isolated molecule subtracted for com
parison 
(c) the induced dipole moment is calculated as the difference between the actual 
dipole moment and the gas-phase value (1.85 Debye). 
(d) point dipole creation energy only. 

In agreement with Ahlstrôm et al. (10), we find that the induced dipoles are 
nearly parallel to the permanent dipoles. The average angle between the two vec
tors is 22°, and the component of the induced dipoles along the permanent ones 
is equal to 0.91 Debye. 

The radial distribution functions goo for SPC and PSPC calculated from 
our simulations are very similar (Figure 3), with the positions of the first peaks at 
about the same distance (2.75 Â). Unlike Ahlstrôm et al. (10), we observe a lower
ing of the first maximum in PSPC relative to SPC. We also observe a slight lower
ing of the second maximum of goH in PSPC, although in our case, the first maxi-
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2.0 

1.0 

: k 
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Figure 3. Radial Distribution Functions in Simulations of Pure Water, with 
and without Induced Polarization. 
Solid curve: results obtained using PSPC polarizable model and the 
extended Lagrangian method. Dashed curve: non-polarizable SPC model, 
(a) oxygen-oxygen radial distribution function, (b) oxygen-hydrogen 
intermolecular radial distribution function, (c) hydrogen-hydrogen 
intermolecular radial distribution function. 
(Reproduced with permission from ref. 22. Copyright 1992 Taylor & Francis 
Ltd.) 
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mum has exactly the same height The gen functions are almost identical up to 4 
Â where a slight maximum appears at 4.75 Â in the PSPC model (22). 

Dynamical properties. Table II quotes the diffusion coefficients D, derived using 
the Einstein relation, and the experimental value measured at 300 K . We see that 
the diffusion coefficients computed for PSPC are about half the value obtained 
for mean field SPC which brings it in excellent agreement with the experimental 
value. This agreement is in fact slightly better than the value previously obtained 
with PSPC under different simulation conditions (10). We thus confirm that ex
plicitly including induced polarization effects significantly slows down particle 
motion, as seen from the mean square displacement time correlation function 
(Figure 4). 

Table II. Transport Properties of the Pure Water Liquid 

SPC PSPCM Exp. 

D ( K T 9 m2/s) 4.6 0.2 2.4 ± 0.2 2.3<») 

D a (ΙΟ" 9 m2/s) 3.8 ± 0.4 1.9 0.4 -
Όβ (ΙΟ" 9 m2/s) 4.7 0.4 2.8 0.4 -
ΌΊ (ΙΟ" 9 m2/s) 4.2 ± 0.4 2.2 0.3 -
T Q

( 1 ) ( P S ) 2.4 ± 0.1 4.8 ± 0.3 3.8 - 5.0<c> 

T a ( 2 ) ( p s ) 1.2 ± 0.1 2.1 0.2 -
1.6 0.1 2.3 0.2 -

V 2)(ps) 0.9 0.1 1.7 ± 0.2 2.0<d> 

T 7

( 1>(ps) 2.4 ± 0.1 3.2 ± 0.3 -
T 7( 2)(ps) 1.3 0.1 2.3 ± 0.2 -

S O U R C E : adapted from ref. 22 
Indices α, β, 7 are defined in Figure 4 of ref. 22, indices (1) and (2) refer to the 
first and second order Legendre polynomials respectively. 
(a) values obtained by Van Belle et ai. (22) 
(b) experimental value published by Krynicki et al. (32) 
(c) experimental value from Eisenberg et al. (33) 
(à) experimental value from Halle et al. (34) 

Analysis of the time autocorrelation functions of individual components of 
the center of mass velocity along the α,β,7 directions of the molecular reference 
frame (22), shows that in both models, the water molecules move slowest in the 
in-plane α direction and faster along the out of plane β direction (Table II), where 
the correlation functions are more dominated by the lower frequency. 

To probe yet another aspect of the dynamical properties, the reorientation 
correlation functions of the first and second order Legendre polynomials are also 
calculated: 

< Px(e(t) . e*(0)) > = < (e*(0 . e*(0)) > 
(5) 
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< P2(e*(0 . e*(0)) > = I < 3(e*(i) . e*(0))2-1 > (6) 

where e* are unit vectors defined in the above mentioned molecular refer
ence frame. 

The corresponding decay times (labeled tx

(1'2>), given in Table II, are quanti
ties which can be compared with measurements of dielectric relaxation (29) and 
relaxation of the Zeeman magnetization (35). They were calculated by a least 
square fit, assuming an exponential decay for the reorientation correlation func
tions defined by equations 5 and 6. The short times (up to 0.5ps), corresponding 
to the librational motion of the water molecule in its neighbors cage, were not 
included in the fit. 

Comparing the results for the SPC and PSPC models, the change in these 
properties is striking: the PSPC model reorients much more slowly than the 
mean-field SPC equivalent, the agreement with the experimental values has thus 
been encouragingly improved. 

More recently, the Τχ relaxation time of the proton Zeeman magnetization 
has been computed from molecular dynamics simulations using both mod
els (31). The values obtained for 1/Ti were 1/9.4 s"1 and 1/5.4 s _ 1, for the mean-
field and polarizable PSPC models respectively. Although the PSPC value is clos
er to the experimental measure of 1/3.1 s"1 than that obtained with SPC, it still 
exceeds it by 75%. The decomposition of l/Τχ into intra- and inter- molecular 
contributions gives an indication to where the problem lies. With PSPC, the in
ter-molecular contribution is 11.69 10~2 s"1* in good agreement with experimen
tal measures of the corresponding quantity by Goldammer and Zeidler (36) 
(11 10"2 s"1). This is due, at least in part, to its well behaved diffusion coefficient. 
O n the other hand, the intra-molecular contribution for PSPC (6.73 10~2 s"1) is 
much smaller than the experimental measure (36) (17 10~2 s"1). Clearly, the latter 
contribution is determined by the 1/r6 dependence of the intra-molecular H - H 
distance. Based on recent experimental measures of the water molecule bond dis
tance and bond angle (57), this distance should be 1.51 Â, while that in both SPC 
and PSPC models is larger (1.63 Â), enough to account for a drop of 60% in the 
intramolecular contribution to the relaxation rate. It is therefore concluded that 
geometrical rather than dynamic factors are responsible for the observed discre
pancies. A subsequent parametrization of a new water model should therefore 
not only focus on the charge distributions but also on the experimentally deter
mined geometrical parameters of the water molecule in the liquid state. 

Molecular dynamics study of methane hydration and methane association in 
a polarizable water phase (25). 

Structural and static properties. Methane-water radial distribution functions 
(rdf) computed from simulations with SPC and the polarizable PSPC models are 
shown in Figure 5. 

The methane-water functions display appreciable structure with two maxi
ma at 3.7 and 6.5 Â approximately. The maxima of the first and second peaks 
occur at slightly larger distances for the polarizable water model, consistent with 
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Â 2 

15 r 

ίο μ 

Figure 4 Mean Square Displacement Time Correlation Function. 
Solid curve: PSPC. Dashed curve: SPC. 
(Reproduced with permission from ref. 22. Copyright 1992 Taylor & Francis 
Ltd.) 
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2.5 Γ 20 

2.0 : 15 
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Figure 5. Methane-oxygen Pair Correlation Function and Corresponding 
Coordination Numbers, Computed with and without Induced Polarization 
of Water. 
Plain curve: polarizable PSPC system computed using the extended 
Lagrangian procedure. Dashed curve: mean-field SPC system. 
The computed uncertainty amounts to ± 0.05 at the first maximum; the rdf's 
are computed by averaging the results from the two methanes molecules. 
(Reproduced with permission from ref. 25. Copyright 1993 American 
Chemical Society). 
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a larger methane-water Lennard-Jones OMW parameter (0.05 Â) associated with 
this model. The heights of the first peaks are almost identical for the SPC and 
PSPC water models but some differences appear at larger distances. In SPC the 
first minimum is somewhat deeper and the second maximum is somewhat higher 
and better defined. In addition, the broader second peak in PSPC is 'split' into 
two peaks in SPC. A l l this indicates that SPC displays more structure than its po
larized equivalent. 

Integration of the rdf's for both models, yields 3 neighbors at the first maxi
mum and 11 neighbors to the point where the radial distribution function crosses 
unity. Integration up to the minimum yields 16 neighbors at 5.1 À and 18 neigh
bors at 5.3 Â for the polarizable and permanent systems respectively. The differ
ences at longer distances are probably not significant due to the fact that the mini
mum in the rdf of the polarizable system is quite flat (Figure 5). Interestingly the 
same rd f s computed for simulations of one methane in a box of 215 water mole
cules (25), show a higher first peak for PSPC than SPC, yielding 4.8 neighbors (at 
3.7 Â) and 3.5 neighbors (at 3.6Â) for the two models respectively. 

The solvent-solvent rdf's averaged over all the molecules of the system (not 
shown) (25) are identical to those computed from simulations of pure water (10, 
22), indicating that, on the whole, the solvent structure is not perturbed by the 
presence of the hydrophobic solutes considered in this study. 

In addition to structural properties, we also analyze the magnitude of the 
induced water dipoles around the apolar solute. The results show that water mol
ecules in contact with the hydrophobic species are less polarized than their coun
terparts in the bulk. The average drop in polarization magnitude is of 10% at 
3.0 Â, 6% at 3.5 Â a n d 4% at 4 A , resulting in a total average dipole moment of 
2.6 D , 2.7 D, and 2.75 D, at distances of 3 A, 3.5 Âand 4.0 A respectively.This is 
well understood since the presence of the apolar solute tends to lower the local 
density of polarizing dipoles. This effect is however limited to the neighborhood 
of the methane and is completely damped at distances of about 5 Â after the first 
peak of the solute-solvent pair correlation function. A much more significant 
drop in the magnitude of induced water dipoles of 25% has been computed for 
water molecules near a hydrophobic wall (14), suggesting that the influence of the 
hydrophobic solute on the water dipole moment probably depends on the size of 
the solute. 

The average angle between the induced and the permanent dipole compo
nents also shows a change due to the presence of the apolar solute. The induced 
dipole is less parallel to the permanent dipole at 3 A from the solute center 
(24° ± 0.3) than at 5 À (21° ± 0.3). 

One can conclude from these résulte, that the electrostatic interactions be
tween water molecules in contact with the methanes are weakened in the polariz
able model, while they would obviously remain unchanged in SPC. 

A n analysis of the water-water rdf's for molecules in the first solvation shell 
of the methane molecules (see legend to Table III for detail) confirms this conclu
sion (22). It shows indeed that the height of the first peak drops further, relative to 
that in the bulk, for PSPC than for SPC, as would be expected from a weakening 
of the electrostatic interactions (27,28) between PSPC water molecules close to 
the hydrophobic solute. 
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Table III. Self-diflusion Coefficient and Reoiientational Times of Water in the 
First Solvation Shell of Methanes 

SPC SPC* PSPC PSPC* 
methane methane 

D (ΙΟ" 9 m2/s) 2.9 0.4 4.6 0.2 2.0 0.4 2.4 0.2 

T a ( 1 ) ( P s ) 5.6 0.8 2.4 ± 0.1 6.4 0.9 4.8 ± 0.3 

T P
( 1 ) ( p s ) 3.0 0.8 1.6 0.1 2.9 0.8 2.3 ± 0.2 

T 7 « ( p s ) 4.2 ± 0.6 2.4 0.1 3.1 0.5 3.2 ± 0.2 

S O U R C E : adapted from ref. 25 
A water molecule is considered as belonging to the first solvation shell if it is with
in a radius r from the center of the methane, and has not left this perimeter during 
the simulation for a continuous period longer than 10% of a maximum correla
tion time s. In all cases r is fixed to 4 Â and s to 4 ps. 
* denotes pure liquid values. Indices α, β, 7 correspond to the molecular axes as 
defined in ref. 22. Index (1) refers to the first order Legendre polynomial. The 
computed uncertainties are the standard errors calculated by breaking up the to
tal trajectory into blocks of 10 ps (25). 

Dynamic properties - Diffusion and reorientational times. The effect of the hy
drophobic solute being largest on the water molecules which are in its immediate 
vicinity, the analysis of the dynamic properties focused on the first solvation shell 
(defined as in legend of Table III). The translational diffusion coefficient D , and 
the orientational correlation times τ^ 1 ) in the molecular frame α, β, 7, calculated 
as described above, are listed in Table III, where the pure liquid water values are 
provided for comparison (22, 28). 

We see that overall, the presence of methane tends to slow down the dy
namical properties, in agreement with the well known 'freezing effect' of the hy
drophobic solutes on the surrounding water molecules (38). This effect is some
what more pronounced in the SPC system than with PSPC, possibly due to the 
smaller induced dipoles of the PSPC water molecules in contact with the meth
ane, resulting in weaker mutual interactions and forces. This will in turn increase 
the diffusion coefficient and accelerate the reorientation of the molecules, coun
terbalancing somewhat the 'freezing effect'. 

The dynamical properties calculated considering all the water molecules in 
the system were identical to those obtained previously for pure water (22,28). 
However, since the effects observed here are sometimes of comparable magni
tude to the computed uncertainties (Table III), much longer molecular dynamics 
simulations would be needed to confirm these findings. 
Potential of mean force for the methane-methane interaction in water. The pmf s 
computed as a function of the inter-methane distance for the SPC and PSPC sys
tems respectively, are shown in Figure 6, where the zero energy level is taken at 
the minimum of each curve. 

We see that for both water models, the minima occur at 4 A , corresponding 
to the methane-methane contact distance. This near perfect coincidence is the 
consequence of the methane-methane energy parameters being the same in both 
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Figure 6. Potential of Mean Force of Two Methanes on Water as a Function 
of the Intermolecular Distance. 
Plain curve: polarizable PSPC system. Dashed curve: mean-field SPC 
system. 
The statistical uncertainty for each point relative to the adjacent points 
ranges from 0.01 to 0.1 kcal/mol, depending on the free energy difference 
itself. The total uncertainty on both ends of the curve amounts to 0.35 
kcal/mol (22> 
(Reproduced with permission from ref. 25. Copyright 1993 American 
Chemical Society). 
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systems. At larger intermolecular distance however, the curves display quite a dif
ferent shape. The height of the energy barrier for separating the methanes is 
1.5 kcal/mol in the polarizable PSPC system but only 1.0 kcal/mol in the perma
nent SPC one. This result is significant, given that the statistical uncertainty for 
each pair of adjacent points along the curve in the interval of 4 -6Â does not ex
ceed 0.01 kcal/mol. We see furthermore that the permanent model displays a 
well-defined minimum at 6.9 Â corresponding to the solvent-separated configu
ration. This distance corresponds exactly to a linear alignment between the cen
ters of the two methanes with that of an intervening water molecule. The energy 
barrier to squeeze this water molecule out is 0.35 kcal/mol. In the polarizable 
system, this second minimum is very i l l defined, the height of the barrier being 
reduced to 0.15 kcal/mol only. The fact that the water molecule situated between 
the two methanes has a smaller induced dipole can qualitatively explain this dif
ference. 

The results we obtain with the permanent water model are in very good 
agreement with those of Jorgensen et al. (25), although the position of the mini
mum corresponding to the solvent-separated configuration is shifted to larger 
distances in our case, which is probably due to differences in the water models 
used. 

The raised energy barrier for separating the two methanes in the polariz
able system could be explained by the traditional view of the hydrophobic effect, 
by considering the differences in hydration properties between the aggregated 
and non-aggregated species. Indeed, the number of water neighbors of the iso
lated methane was shown to be larger in the polarizable model (4.8) than in the 
permanent one (3.5) (25), while the number of neighbors of the dimer in contact 
is equal in both models (3.0). We can thus deduce that the polarizable system or
ders less water molecules than the permanent model, when the two methanes are 
in contact than when they are apart. 

We thus see that the polarizable model lowers the probability for the com
plex to dissociate and raises the energy level of the solvent-separated configura
tion, while in the same time decreasing the energy barrier of squeezing out the 
water molecule from the solvent-separated configuration, a net effect that 
should favor aggregation relative to the permanent model. 

Conclusions 

The extended Lagrangian method adapted from Sprik and Klein (5) is 
shown to be very effective in computing induced polarization effects in pure liq
uid water. Applied to the PSPC model it yields structural, thermodynamics and 
transport properties in good agreement with those computed previously by itera
tive/predictive algorithms, at only a factor of 2 in computational overhead, com
pared to the classical SPC. The extended Lagrangian computations furthermore 
yield translational diffusion coefficients for pure water that are in better agree
ment with the experimental values than those reported previously. 

Using the extended Lagrangian method, the influence of including elec
tronic polarization of water on the hydration and association properties of meth
ane solutions, was also analyzed. W&ter polarization is shown to have perceptible 
effects on methane hydration and a marked effect on methane association. 
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Polarizable water molecules close to the hydrophobic solute experience a 
loss in their dipole moment, which results in weaker electrostatic interactions 
with neighboring molecules and hence to less structure than in the bulk. These 
effects are however small, and decrease with increasing distance to the solute. It is 
not surprising therefore that both water models yield very similar hydration free 
energies for methane (unpublished results), and it is encouraging that the com
puted values are in good agreement with the experimental measure (39). 

In accord with previous findings we see that the major influence of the non-
polar solute on the water phase is to slow down the motion of the waters sur
rounding it; the effect to which the important unfavorable entropie contributions 
to hydrophobic solvation have been attributed (38). Due to weakened electro
static interactions, polarizable water surrounding the solute, being able to re-ori
ent faster than non polarizable water, will have their motion less affected. 

The most striking effect of including water polarization, is on the computed 
methane-methane potential of mean force. The energy barrier to separate the 
two methanes is higher, while that for squeezing out the water from the solvent-
separated configuration is lower, nearly abolishing the minimum corresponding 
to the solvent-separated configuration. It is possible therefore that including 
electronic polarization in water simulations yields an improved physical descrip
tion of the system, in agreement with the proposal of Berne and Wallqvist (39), 
and should be instrumental in future studies of hydrophobic aggregation in water. 
It must be noted however, that methane polarization has not been taken into ac
count in the present study. Its contribution to the methane-methane potential of 
mean force in our system still needs to be investigated. 

Finally, it should be mentioned that the extended Lagrangian method could 
be generalized, without major difficulties, to tensorial polarizabilities and im
plemented for more complex heterogeneous systems such as solvated biological 
molecules. 
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Chapter 23 

Hydrophobic Interactions from Surface Areas, 
Curvature, and Molecular Dynamics 

Use of the Kirkwood Superposition Approximation 
To Assemble Solvent Distribution Functions from Fragments 

Robert B. Hermann1 

Lilly Research Laboratories, El i Lilly and Company, 
Indianapolis, IN 46285 

A previously developed methodology for the calculation of 
hydrophobic interactions based on resolving solution-free energies into 
solvent cavity potentials and solute-solvent interaction energies is 
investigated further. The aromatic systems benzene and toluene now 
are well fitted along with the aliphatic compounds. The inclusion of the 
local mean curvature of the accessible surface is examined. The solvent 
effect on cyclohexane dimerization is found to be unfavorable, in 
accord with previous estimates. The calculations rely on a molecular 
dynamics determined solute-solvent interaction energy. However, it is 
possible to build the solute-solvent distribution function for a molecule 
or dimer from molecular fragment distribution functions via the 
Kirkwood superposition approximation. Distribution functions built 
from such transferable solvent distribution functions, in the case of 
methane dimer and ethane, give encouraging results for the solute
-solvent interaction energy. 

Approximate intermolecular potentials and semi-empirical methods are widely used 
today in the calculation of molecular and bulk thermodynamic properties. Solvent 
effects models including hydrophobic interaction models are useful in conjunction 
with such methods for the semi-empirical calculation of free energies and dissociation 
constants in solution (1-11). In this regard, the development of a working model for 
the calculation of hydrophobic interactions is continued here. 

In a previous paper (4), a method was developed which allows one to calculate 
the hydrophobic interactions between small hydrocarbon molecules. In that method, 
two important quantities are solvent cavity potentials and solute-solvent interaction 
energies. Solute-solvent interaction energies are found from molecular dynamics 
simulations, and cavity potentials are found by calibrating a parameterized version of 
scaled particle theory with experimental hydrocarbon solvation energies. 

1Current address: Department of Chemistry, Indiana University/Purdue University 
at Indianapolis, 402 North Blackford Street, LD3326, Indianapolis, IN 46202-3274 

0097-6156/94/0568-0335S08.72/0 
© 1994 American Chemical Society 
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3 3 é STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

Here this methodology is applied to several other interesting eases. In addition, 
the use of local curvature (12) is investigated rather than just the use of inherent 
curvature of spherical cavities as was done before. Some current methods for 
continuum solvation effects treat different regions of the accessible surfaces (13) with 
different parameters. Local curvature considerations are important for treating 
portions of accessible surfaces (12), e.g. in the vicinity of hydrophobic groups, since 
these have their own associated curvature. 

In addition to the development of a means to obtain cavity energies, a simpler 
method currendy under development to obtain interaction energies within the scope 
of continuum methods is outiined; namely, an attempt is made to construct a solvent 
distribution function for a larger solute from the distribution functions of smaller 
molecules, or fragments. While the solvent distribution function of the fragments 
may be obtained from molecular dynamics calculations, the solvent distribution 
function associated with the larger system is obtained by putting these fragment 
distribution functions together from a set of rules. 

Theory 

The solubility of hydrocarbons in water has been treated by breaking down the 
solvation-free energies into two main contributions-the cavity potential and solute-
solvent interaction energy (14-20). The following equation for dilute solutions relates 
the solvation potential to Henry's law constant: 

kT lnK H = μ* + kT In NrjkT/V (1) 

where K H is Henry's law constant, k is Boltzman's constant, Τ is the temperature, No 
is Avogadro's number and V is the molar volume of the solvent. 

The method as developed in a previous paper (4) and outlined here is based on 
the idea that the solvation potential μ* can be expressed as 

μ* = μο + βΐ (2) 

where ei is defined as the following average: 

e i = < I U 0 j > (3) 

where N w is the number of water molecules and the solute subscript is 0. μο, the 
cavity potential, is then defined by the difference 

μ € = μ*-βί (4) 

By this definition, contains all entropie contributions to μ* and ei contains none. 
The quantity ei may be found then by averaging molecular dynamics runs using a 
hydrocarbon whose coordinates are fixed and ΊΤΡ3 water (21). Fixed conformations 
of hydrocarbons are used and each must be calculated individually. The energy was 
calculated out to 15 Â so that a correction 

Ecoix = 4πρι JuoWr 2* (5) 
Rc 
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23. HERMANN Hydrophobic Interactions from Surface Areas 337 

where Rc = 15 Â must be applied. The results of the molecular dynamics calculations 
are shown in Table I. The column labeled ei is the sum of the dynamics result plus 
Ecorr-

The calculation of the cavity potential is done by first measuring the accessible 
surface area (13) of the molecule or system. The solute-solvent thermal radii (22) are 
used which simplifies the parameter choice problem somewhat. After carrying out 
such calculations for 13 hydrocarbons, the resulting calculated cavity potentials were 
fitted to the following equation (4) suggested by scaled particle theory (77, 18, 23, 
24): 

where r is found from the accessible surface area A = 4itr2, and a is approximated by 
the surface tension of water (25), 103.5 cal Â 2 , b is 3.09 Â and c is 3.25 Â 2 . The 
parameters a, b and c are, in general, temperature dependent; however, they have been 
found by calibrating against solubility data at a particular temperature (4). To 
calculate hydrophobic interactions between pairs of hydrocarbon molecules, the 
molecular dynamics calculations are performed on the (associated) pair to get ei and 
the cavity potential μο for the pair is found from the area of the pair and Equation 6. 
The curvature is taken into account through the term b/r. Table II lists the areas and 
Table III gives the resulting cavity potentials. Figure 1 shows the cavity potentials of 
the monomers plotted against the accessible surface areas. The cavity potential as 
given by calibrating Equation 6 is dependent of the nature of the molecules occupying 
the cavity. The above calibration should represent cavity potentials for aliphatic 
systems generally. 

Combined Treatment of Aliphatic and Aromatic Systems 

It would be desirable to treat aliphatic and aromatic systems the same way, i.e. with 
the same set of cavity parameters. Benzene using OPLS parameters (26) gives an 
interaction energy of -14.132 kcal m o l 1 . This value, together with the accessible 
surface area of 230.5 and an experimental solvation energy of -883 cal mo\l(27) 
produces a cavity potential from Equation 6 much too high to fit on the cavity 
potential vs. area curve of Figure 1. 

Presumably because of its larger quadrupole moment, benzene interacts more 
strongly with water than an aliphatic compound of similar molecular weight. Because 
of this extra electrostatic interaction, the cavity formed by aromatic systems is 
perturbed relative to the cavity formed by aliphatic molecules. The resulting cavity 
energy would be significantly higher in energy per unit area from the aliphatic 
cavities. Therefore, die parameters for Equation 6, defining the cavity potential for a 
solute, would not apply to aromatic systems. 

A solution to this problem applied here was to carry out the molecular dynamics 
simulations on benzene using aliphatic charges rather than aromatic charges but 
otherwise using aromatic OPLS parameters. This insures that the cavity surface has a 
similar structure to that formed by the aliphatic molecules, so that the cavity energy 
per unit area is comparable. When evaluating the interaction energy ei afterward by 
averaging over all the configurations, the benzene molecule is then given the aromatic 
charges. 

The energy is found from 

μ0 = aA(l + b/r + c/r2) (6) 

N W 

ei = < Z Uqj >ai (7) 
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338 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

Table I Molecular Dynamics Interaction Energies and Related Data 
System <E>(MD)* ei Run Waters 

(kcal mol1 ) (kcal mol1 ) Length (ps) 

Methane -3.172 -3.216 180 926 
Ethane -5.186 -5.264 180 960 
Propane -7.086 -7.198 300 1025 
trans «-Butane -8.670 -8.815 210 1074 
gauche n-Butane -8.702 -8.847 180 1136 
Isobutane -8.654 -8.799 180 1111 
trans n-pentane -10.630 -10.808 180 1118 
gauche n-pentaneb -10.242 -10.420 180 1167 
Neopentane -9.873 -10.052 180 1171 
Cyclopentane -9.786 -9.954 180 1100 
Dimethylbutane -11.578 -11.790 180 1223 
Cyclohexane -11.120 -11.321 180 1165 
Dimethylpentane -12.914 -13.159 180 1247 
Cycloheptane -12.618 -12.852 180 1207 
Isooctane -14.151 -14.430 300 1282 
Benzene0 -11.664 -11.841 300 1045 
Toluene0 -13.325 -13.536 270 1137 
C H 4 - C H 4 0.0 A -7.070 -7.159 300 963 
C H 4 - C H 4 1.54 A -6.380 -6.469 240 1014 
CH4 - C H 4 3.45 A -5.766 -5.855 210 1082 
CH4 - C H 4 4.0 A D -5.850 -5.939 248 1082, 335 
CH4 - CH4 5.0 A -5.866 -5.955 240 1136 
CH4 - C H 4 6.0 A -6.081 -6.170 300 1150 
C H 4 - C H 4 7 . I 6 A -6.383 -6.472 270 1160 
C H 4 - C H 4 8 . O A -6.363 -6.452 270 1239 
C H 4 - C 2 H 6 -7.800 -7.922 210 1096 
C 2 H 6 - C 2 H 6 -9.340 -9.496 180 1096 
/ - Q H i o - i - Q H î o -14.989 -15.279 180 1294 
/ i -C 5 Hi2-n-C 5 Hi2 -17.757 -18.114 180 1330 
C ô H ^ - Q H n 6 -18.900 -19.303 300 1358 
QH12- Q H i 2 f -19.959 -20.361 270 1376 
CÔHÔ - CéHg -20.911 -21.265 270 1356 
( C 2 H 6 ) 3 -13.270 -13.504 300 1220 
( C 2 H 6 ) 4 -15.864 -16.176 330 1321 

aAliphatic monomers from Ref. 4. 
Conformation with one gauche interaction. 
cInteraction energy calculated from Equation 7. 
d48 ps with 1082 waters and 200 ps with 335 waters. 
cParallel or stacked configuration. See Figure 2b. 
^Perpendicular or "T" configuration. See Figure 2c. 
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23. HERMANN Hydrophobic Interactions from Surface Areas 339 

Table Π. Geometric Features of the Cavitv Surfaces 
System* Accessible Average Mean Average Squared 

Surface Area^ Curvature0* Mean Curvature^* 
(A*) KM

2(Â-2) 

Methane 135.5 0.312 0.099 
Ethane 173.2 0.278 0.081 
Propane 204.4 0.259 0.071 
trans n-Butane 235.3 0.244 0.064 
gauche Λ-Butane 231.1 0.243 0.064 
Isobutane 229.6 0.243 0.063 
trans n-Pentane 266.1 0.232 0.060 
gauche n-Pentanef 262.0 0.230 0.059 
Neopentane 250.7 0.232 0.059 
Cyclopentane 236.8 0.240 0.063 
Dimethylbutane 273.2 0.223 0.055 
Cyclohexane 258.4 0.230 0.057 
Dimethylpentane 306.2 0.215 0.053 
Cycloheptane 278.5 0.221 0.053 
Isooctane 321.5 0.208 0.050 
Benzene 230.5 0.243 0.064 
Toluene 259.4 0.232 0.060 
Œ4-CH4O .OÂ 148.1 0.295 0.088 
CH4-CH4 1 . 5 4 Â 167.1 0.281 0.081 
C H 4 - C H 4 3 4 5 A 207.5 0.259 0.072 
CH4-CH44.OÂ 222.5 0.253 0.071 
CH4-CH45.OÂ 244.0 0.245 0.071 
CH4-CH46.OÂ 270.9 0.239 0.076 
CH4-CH47 .I6A 271.7 0.285 0.088 
GH4-CH48.OÂ 271.0 0.304 0.096 
CH4-C2H6 244.1 0.242 0.066 
C 2 H 6 C 2 H 6 266.8 0.232 0.061 
i -QHio - I -QHJO 358.5 0.199 0.050 
n-C 5 Hi2 -n-C 5 Hi2 393.4 0.191 0.045 
QH12- QH128 407.0 0.186 0.047 
C6H 1 2-C6H 1 2

h 430.7 0.185 0.045 
CôHg - CeHô 379.3 0.198 0.052 
(C 2H 6)3 357.2 0.205 0.055 
( C 2 H 6 ) 4 383.7 0.194 0.048 

aSee text for dimer configurations. 
bCalculated using M O L A R E A , Quantum Chemistry Program Exchange 225, 

Indiana University, Bloomington, IN. 
cMean curvatures at a point were measured by the method of Nicholls et al.; Ref. 12. 

A 2.8 radius probe was used. 
dThe mean curvature at a point was squared to get the squared mean curvature at that 

point. 
eAverages are for the entire surface. 
tonly one gauche interaction. 
^Parallel or stacked configuration. See Figure 2b. 
^Perpendicular or "T" configuration. See Figure 2c. 
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340 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

Figure 1. Cavity potentials from equation 4 for aliphatic hydrocarbons, toluene 
and benzene. 
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23. HERMANN Hydrophobic Interactions from Surface Areas 341 

where the subscript al indicates that the configurational average is over the 
aliphatically charged cavity and not die aromatic charged cavity. Uqj is the complete 
aromatic molecule-water molecule interaction potential. 

Thus the difference between the aromatic and aliphatic charge-solvent interaction 
is treated as a first order perturbation of a zeroth order dynamics distribution function. 
With the ei calculated in this way, benzene and toluene are fitted reasonably well, as 
can be seen from Figure 1. For toluene, OPLS aromatic parameters are used for the 
phenyl ring and OPLS aliphatic parameters (4) are used for the methyl group. The 
charges on the methyl group carbon and the phenyl group carbon to which it is joined 
are then adjusted to give a dipole moment of 0.37 Debye (28) with the positive end of 
the dipole in the direction of the methyl group. 

Inclusion of Local Curvature 

In the calculation of He in Equation 6, the curvature of the cavity is taken into account 
implicitly since it is found from the accessible surface area of the molecule as the 
inverse of the radius of the sphere which has the same area as the accessible surface. 
This corresponds to the second term in Equation 6 involving the parameter b. The 
assumption is made that the energy of the cavity formed by the molecule is the same 
as that for a spherical cavity of equal surface area (4,20,29). This equivalent sphere 
method of representing the cavity is necessary i f the liquid state theory used to 
calculate the cavity energy is applicable only to spherical cavities. In the equivalent 
sphere approximation, it is assumed that when the sphere is deformed to the 
accessible surface of the molecule, regions that were deformed such that curvature 
increased were somewhat compensated for by corresponding regions where curvature 
is thereby necessarily decreased or negative; since the cavity potential depends on 
curvature, such free energy changes tended to cancel. The good correlation with the 
data indicates that this assumption is reasonable at least for die accessible surfaces of 
small hydrocarbons. This equivalent sphere approximation was used previously in 
connection with Barker Henderson perturbation theory based on a Perçus-Yevick 
zeroth order hard sphere representation and produced results in qualitative agreement 
with this paper (20,29). 

Nicholls et al. (12), in their treatment of hydrophobic interactions through 
interfacial tension, have demonstrated the effect of local curvature on the interfacial 
free energy. They have used the accessible surface area and interfacial tension 
together with a modification due to local curvature. 

In this paper, the detailed curvature of the accessible surface cavity is similarly 
considered. The two descriptions of curvature of a surface are the mean curvature 
and the Gaussian, or total curvature (30). It is this mean curvature that is of interest 
here. The mean curvature K m at a point Ρ on the smooth cavity surface is given by 

Κ Λ = (1*ι + 1Λΐ)/2 (8) 

where Γχ and τ% are the principal radii at a point Ρ on the surface. For a sphere of 
radius r, this reduces to K m = 1/r. 

The average value of the mean curvature is the value of the mean curvature at 
each point on the surface, averaged over the entire surface. This will be designated 
K m . Another quantity which will be of interest is the average value of the square of 
the mean curvature K m

2 . The curvature at each point on the surface is squared to get 
the mean curvature squared at that point. This is then averaged over the surface. 

The mean curvature is measured at a point on the surface in the manner of 
Nicholls et al. (12). They calculate the local curvature at a point on the accessible 
surface of a molecule by determining the accessible surface of a (spherical) water 
molecule at that point For a planar accessible surface, one half of the water molecule 
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342 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

is accessible but varies more or less for curved surfaces. Calculations of this 
accessibility determines the approximate curvature at that point on the surface. Table 
II gives the necessary geometrical parameters to be usai in subsequent calculations on 
molecules and complexes. Five thousand points per spherical surface were used in 
the calculation in this paper. 

Two alternatives to Equation 6 are now considered, as possible methods for the 
treatment of local curvature. These possibilities are given by Equations 9 and 10. In 
both cases in the curvature term, 1/r is replaced by , the average mean curvature. 

Hc = aA(l+b*ic; + c7r2) (9) 

^ic = a A ( l + b * ^ + c " iC^ ) (10) 

In Equation 10, the last term involves the average of the square of the mean 
curvature instead of 1/r2. The results for the inclusion of local curvature, based on 
Equations 9 and 10 is given in Table III along with the results of Equation 6. The 
agreement with experimental solubilities is only slightly better than the equivalent 
sphere method of Equation 6. The aromatic systems, given the special treatment 
mentioned above, can in all cases also be accommodated with good agreement. 

The parameter a is the surface tension of water and is the same for Equations 6, 
9 and 10. The parameters b' and c' for Equation 9 were found to be 2.77 and 2.39, 
respectively while b" and c" for Equation 10 were found to be 3.09 and 3.25, 
respectively. The parameters for Equation 10 are the same as for Equation 6. 

K m

2 and the Dissociation of Dimers 

In some cases, e.g. the dissociation of dimers, the solute system can consist of more 
than one molecule, thereby requiring two or more distinct cavities, i.e. two or more 
separate surfaces. In order to treat such composite solutes involving multiple 
surfaces, Equation 10, rather than Equation 6 or 9 is necessary. This is easily 
demonstrated for a collection of spherical cavities, as follows: 

First of all, for a cavity having a single spherical surface, the contribution to the 
potential due to the last term of Equation 10 is 

A a c " K ^ = 47iacn. (11) 

This is independent of the cavity radius and is related to the work of introducing a 
single point particle into the solvent. In scaled particle theory, the cavity potential is 
derived from the process of introducing a point particle into the solvent, and then 
allowing it to grow up to the size of the final desired (spherical) particle. Introducing 
a point particle increases the chemical potential, and such a process should be 
associated with each distinct spherical surface. Equations 6 and 9, as in scaled 
particle theory, can account for the introduction of only one point particle. 

The important difference is that in addition to being able to describe a single 
surface, Equation 10, unlike Equations 6 or 9 can also describe several spherical 
surfaces. If the total area of the system is A = 4πτ 2 and the system is made up of η 
molecules, then 

A = 4 π ( η 2 + r 2

2 + · · · r n

2 ) (12) 

where the molecules 1, 2, · · · η have the spherical curvatures 

K m = l / n , l/r 2 , · · · l /r n . (13) 
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Table III. Solvation Potentials and Cavity Potentials3 

System^ Equation 6 Equation 9 Equation 10 

μα μ*(αχρ)Λ /ic με μ*« με 

Médiane 5190 1974 5053 1837 5029 1813 5042 1826 
Ethane 7069 1805 7231 1968 7237 1973 7258 1994 
Propane 9143 1946 9171 1973 9098 1900 9150 1953 
trans n-Butane* 10968 2051 11189 2373 11032 2216 11116 2300 
gauche n-Butanef 10691 2051 10912 2064 10934 2087 10932 2084 
Isobutane 11029 2230 10811 2013 10902 2103 10852 2053 
trans w-Pentanef 13117 2346 13278 2469 12939 2131 13141 2332 
gauche n-Pentanef 12840 2346 12997 2576 12932 2511 13003 2583 
Neopentane 12693 2641 12221 2170 12347 2296 12249 2198 
Cyclopentane 11169 1216 11288 1334 11319 1366 11322 1368 
Dimethylbutane 14245 2456 13767 1978 13909 2119 13801 2012 
Cyclohexane 12554 1234 12748 1427 12829 1509 12723 1402 
Dimethylpentane 16008 2849 16083 2923 15923 2764 16100 2941 
Cycloheptane 13655 803 14129 1276 14267 1415 14122 1270 
Isooctane 17354 2924 17177 2747 17233 2803 17268 2839 
Benzene 10957 -883 10869 -971 10924 -916 10896 -944 
Toluene 12771 -765 12812 -724 12702 -834 12801 -729 
CH4 C H 4 O . 0 A 5760 -1398 5897 -1262 5747 -1412 
C H 4 - C H 4 1.54 A 6868 399 6937 469 6834 365 
C H 4 - C H 4 3.45 A 9372 3516 9205 3350 9313 3458 
C H 4 - C H 4 4 . 0 A 10344 4405 9974 4035 10282 4343 
C H 4 - C H 4 5 . 0 A 11769 5814 11252 5298 12008 6053 
C H 4 - C H 4 6 . O A 13604 7433 12588 6418 14271 8101 
C H 4 - Œ 4 7 . I 6 A 13663 7191 9057 2586 11455 4983 
C H 4 - C H | 8.0 A 13612 7160 7518 1066 10399 3947 
C H 4 - C 2 H 6 11779 3857 11418 3496 11796 3874 
C 2 H6 - C 2 H6 13323 3827 12984 3488 13339 3842 
I - Q H I O - I - Q H Î O 19865 4585 19747 4468 20277 4998 
n - C 5 H 1 2 - n - C 5 H 1 2 22457 4343 22321 4207 22718 4604 
C 6 H 1 2 - C 6 H 1 2 g 23482 4179 23530 4227 24290 4987 
C 6 H 1 2 - C 6 H 1 2 h 25279 4918 24903 4542 25732 5371 
C^HÔ - CoHé 21406 141 20857 -408 21918 653 
( C 2 H 6 ) 3 19774 6270 19095 5591 20142 6638 
( C 2 H 6 ) 4 21730 5554 21445 5269 22106 5930 

aIn cal m o l 1 . 
b For dimer configuration, see text. 
cExcept for n-butane and n-pentane, this is found from Uç = μ*- ei, where μ* is the 

experimental solvation energy (column 2) and ei is from Table I. 
dAliphatic entries previously listed in Ref. 4; Benzene and Toluene values from Ref.27. 
eCalculated using from the preceding column and e( from Table I. 
ΐ ο τ treatment when more than one conformation is present, see Ref. 4. 
^Parallel or stacked configuration. See Figure 2b. 
hPerpendicular or "T* configuration. See Figure 2c. 

D
ow

nl
oa

de
d 

by
 M

O
N

A
SH

 U
N

IV
 o

n 
O

ct
ob

er
 2

6,
 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e:
 S

ep
te

m
be

r 
29

, 1
99

4 
| d

oi
: 1

0.
10

21
/b

k-
19

94
-0

56
8.

ch
02

3

In Structure and Reactivity in Aqueous Solution; Cramer, C., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1994. 



344 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

The average squared mean curvature consists of these η terms, each weighted with 
their corresponding areas and divided by the total area A : 

= {4πτ12(ΐ/η)2 + 4πτ22(ΐ/Γ2 )2 + . . . + 4πτη2(1/Γιι)2 }A- 1 (14) 

so that 

Aac'lu5
 = 47cac"n (15) 

It can be seen that the quantity 4rcac" enters in once for each distinct spherical surface 
in the system. In this manner, Equation 10 can represent η spherical surfaces, or 
cavities. The expectation is that Equation 10 will represent any number of distinct 
solute surfaces. This is critical, for example, in following dimer dissociation such as 
methane-methane (see below). In order to get the correct description of a dimer in the 
limit of large separation, Equation 10 is necessary. 

Applications to Selected Molecular Pairs and Aggregates 

The numerical results for the molecular systems below are shown in Tables ΙΠ and 
IV. The choice of dimer configuration shown in Figure 2 is somewhat arbitrary and 
usually depends in part on maximum contact. The remaining dimer configurations 
were defined in ref. (4). Once the general dimer configuration was chosen, the energy 
was minimized using M M 2 or MMP2 (31 ) on the isolated system, with the constraint 
that the chosen relative orientation be maintained. The solvation energies calculated 
for these dimers are for these fixed configurations and are given in Table III. The 
binding energies in Table IV are found from these fixed configuration solvation 
energies and the solvation energies of the monomers. Comparing the solvation 
energies of these selected dimers, while incomplete in the sense that all possible 
configurations were not considered, gives some insight as to whether the solvation 
effect augments or hinders association in solution. 

Cyclohexane Dimer. Two configurations were treated, as shown in Figures 2b and 
2c. The relative positions were minimized using M M 2 , giving a 4.55 Â between ring 
centers for parallel and 4.65 A between centers for the perpendicular configuration. 
The parallel configuration of the isolated dimer had a binding energy of -3.29 kcal 
m o l 1 , while the perpendicular configuration has a binding energy of -1.93 kcal m o l 1 . 
The calculated solvation free energies associated with each indicate less association 
in water than in the gas phase. The values for both the equivalent sphere method and 
the explicit local curvature methods are qualitatively similar. 

The M M 2 energy and solvation energy together were then minimized, varying 
only the intermolecular distance (between ring centers). For the parallel 
configuration, a new minimum was found at 4.45 A, favoring a greater association by 
190 cal m o l 1 over the results of Table IV. In the case of the perpendicular 
configuration, a similar minimization placed the molecules .2 A closer and decreased 
the energy by 172 cal m o l 1 . Subtracting this from the results in Table VI , solvent 
effects still favor dissociation of the dimer. 

Based on the results for the one parallel conformation only, the equivalent sphere 
method predicts the dimer is favored 7 to 1 in the gas phase over solution, i.e. the 
solvent effect favors dissociation. Second virial coefficient data (32) and osmotic 
coefficients calculated for cyclohexane has suggested a dimer concentration three 
times greater in the gas phase than in solution (33). There is a reduction in both 
cavity area and cavity energy upon association. Usual methods for calculations of 
changes in hydrophobic interactions would give a reduction in area and would, 
therefore, incorrectly predict a greater association in solution. 
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Table IV. Calculated Hydrophobic Interactions3 

Pair (Equation 6) (Equation 9) (Equation 10) Reduc
Binding Binding Binding tion in 

potential potential1* poten tialb area 

C H 4 - C H 4 0.0 A -5072 (-5347) -4888 (-5211) -5064 (-5360) 123.0 
1.54 -3274 (-3549) -3157 (-3479) -3288 (-3583) 103.9 
3.45 -158 (-432) -276 (-598) -195 (-490) 63.5 
4.0 731 (456) 409 (86) 690 (394) 48.5 
5.0 2140 (1866) 1672 (1349) 2400 (2105) 27.0 
6.0 3760 (3485) 2793 (2470) 4448 (4152) .1 
7.16 3517 (3243) -1040 (-1363) 1330 (1034) -.7 
8.0 3486 (3212) -2560 (-2883) 285 (-D 0.0 

CH4 - C 2 H G 52 (77) -289 (-283) 53 (95) 64.6 
C 2 H 6 - C 2 H 6 -109 (217) -458 (-122) -147 (232) 79.6 
1-C4H10 - Î-C4H10 559 (125) 262 (8) 891 (538) 100.0 
n - C 5 H i 2 - n - C 5 H 1 2 -664 (-348) -306 (-484) -226 (-87) 136.1 
C 6 H 1 2 - C 6 H 1 2 c 1324 (1711) 1209 (1759) 2183 (2519) 110.0 
C 6 H 1 2 - C 6 H 1 2 d 2064 (2451) 1525 (2075) 2567 (2904) 86.3 
CeHé - Cells 2081 (1909) 1425 (1360) 2541 (2420) 81.7 
C 2 H 6 - ( C 2 H 6 ) 3 -2683 -2295 -2703 146.7 

aBinding potentials in cal mol"1. Areas in Â 2 . 
^Binding potential is dimer solvation potential minus the solvation potential of 

two monomers from Table ΠΙ. The first binding potential is based on the 
monomer calculated energies while the numbers in parentheses are based on 
the experimental monomer energies. Solute-solute interaction not included. 

cFrom Figure 2b. 
dFrom Figure 2c. 

Benzene Dimer. Table IV shows the results when benzene and the dimer are treated 
as discussed above. For both monomer and dimer, the molecular dynamics was 
carried out on the aliphatic charge model as outlined above and the interaction energy 
evaluated afterward with aromatic charges as shown in Equation 7. 

The dimer configuration that was suggested by Jorgensen and Severance (26) was 
used here and shown in Figure 2d. The distance between ring centers is 4.99 Â 
measured as indicated above. As Table IV shows, the solvation energy favors 
dissociation. Again, this is qualitatively in accord with second virial coefficient data 
(32) and estimates of the osmotic coefficient (33, 34, 35). Based on this single 
configuration only, the solvent effect in all three cases is somewhat overestimated. 

The M M P 2 energy and solvation energy were minimized by varying the 
intermolecular distance along a line through the center of one ring and perpendicular 
to the plane of the other ring. The distance was thereby reduced by .2 A and the 
energy by 95 cal m o l 1 . In spite of the small change, the overall effect of solvation is 
found to favor dissociation. 

Ethane Dimer, Isobutane Dimer, n-Pentane Dimer and Methane-Ethane. 
Calculations for the equivalent sphere method were reported previously (4), but are 
included for comparison. The dimer configuration chosen (4) was one of the more 
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(b) 
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(c) 

Figure 2. Dimer and aggregate configurations of hydrocarbons. 

13 
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H3 
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Carbon-Carbon Separation (Â) 

Figure 3. Methane-methane hydrophobic interaction according to Equations 6,9, 
and 10. 
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closely packed possibilities to demonstrate an upper limit to the solvation effect. A 
slightly lessened contribution of the solvent effect toward dissociation was found 
upon the inclusion of local curvature as in Equation 9, but not in Equation 10. In all 
cases, a reduction in accessible surface area was observed upon association. 

Ethane Aggregation. To demonstrate that under certain conditions, the solvation 
effect can favor strong association, the interaction of an ethane molecule with an 
aggregate of three strategically placed ethanes was considered. Table IV gives the 
relevant binding energies. The configurations are shown in Figures 2e and 2f. It can 
be seen, in accord with previous results (29), that solution favors association by 2.3-
2.7 kcal m o l 1 . In this case, like the others above, association results in a reduction in 
area. 

Methane-Methane. A range of intermolecular distances is considered for the 
methane-methane interaction. A plot of the association energy, based on the three 
methods for the calculation of the cavity energy, is shown in Figure 3. The 
advantage of the third term in Equation 10 involving the average squared mean 
curvature can now be easily seen. The solvent effect correctly goes to zero for large 
separations, as can be seen from the curve representing Equation 10. Equation 6, on 
the other hand, implies too low a curvature resulting in a high cavity energy upon 
separation. The last term in Equation 9 corresponds to only one point particle and 
gives too low an energy upon greater separation. 

Beginning with the M M 2 vacuum minimized distance of 3.45 A between the 
methane molecules, a new minimum at 3.35 A was obtained by minimizing again but 
including the solvent effect. This resulted in a small increase in dimer stability of 55 
cal m o l 1 over the results of Table IV. These results are for a closest approach 
interaction as shown in Figure 2a and neglect other methane-methane orientations at 
contact. 

Modeling the Interaction Energy e|. 

A further simplification would be desirable so that a molecular dynamics calculation 
does not have to be done on each system for which ei is needed. It would be useful to 
model the interaction so that with a set of rules and parameters, ei for a molecule 
could be found, to sufficient accuracy. In order to obtain ei, the solvent distribution 
function must be known so that ei may be calculated from the integral over the 
intermolecular potential weighted with the solvent distribution function (36), p<2>: 

where Uk is the interatomic potential between the k t h solute atom and a water 
molecule, m is the total number of solute atoms and p<2> = d sg< 2 ) is the water 
distribution about the solute atom, where g<2) is the solute-solvent correlation 
function, d$ is the solvent density and dt indicates integration over the relevant 
coordinates. 

The method under investigation is based on the idea of obtaining the solvent 
distribution function for a molecular "fragment", e.g. a methane molecule, and then 
just as these fragments may be combined to build a large molecule, the distribution 
functions associated with the fragments are combined to produce the large molecule 

(16) 
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distribution function. The discussion below is in terms of the correlation function g<n> 
rather than the distribution function p<n). 

Methane Dimer-Water Correlation Functions. It is first instructive to examine the 
solute-solvent correlation functions of some systems for which there are molecular 
dynamics results. In Figures 4 and 5, the distribution of water oxygens about the 
methane dimer (inter-carbon distance = 7.16 A) as determined by a molecular 
dynamics calculation is plotted. These figures are different views of a cylindrical plot 
in which the methane-methane axis is taken as the cylinder axis x. The water 
molecule oxygen positions obtained from 270 ps dynamics run sampling 13,500 
configurations using Amber 3.0A (37) were allocated to 27irx.25x.25 A3 bins over 
three dimensional space. Adding the waters around the cylinder axis in this manner 
gives a representation of the correlation function in two dimensional space. The 
.25 A grid spacing in the χ and r directions can be seen from the figures. The 
intensity of the correlation function is then plotted in the ζ (upward) direction. 

Referring to Figure 4, the position of the methanes is easily seen to be where the 
correlation function is zero. The methanes are oriented as shown in Figure 2a and a 
slight egg-shaped asymmetry may be noticed due to the axial hydrogens of the 
methanes pointing away from the center. 

The first peak in the correlation function is clearly indicated as a wall of oxygen 
atom density around the methanes. Since methane is not exactly cylindrically 
symmetrical, the first peak may be slightly low due to being slightiy smoothed out 
around the three non-axial hydrogens of each methane. A slight trough lies right 
behind the wall. After a very slight peak after this, the density beyond is fairly 
uniform. 

Examination of Figures 4 and 5 indicate interesting secondary features. First, a 
build-up of water between the methanes can be seen. The presence of a water 
molecule between two hydrophobic solutes has been pointed out previously (38, 39, 
40, 41, 42). Second, a slight deepening of the trough of the correlation function 
behind the peak, can be seen equidistant from the methanes. This deepening can be 
seen in the center of Figure 5. Finally, there are two slight dips in the wall on either 
side of the peak, approximately at the position where the trough would intersect the 
crest. These features may be interpreted as an interference pattern between two 
methane centered methane-water correlation functions if a separate methane water 
correlation function is assumed to be present around each methane. However, the two 
assumed functions multiply rather than add. Figure 6 shows a simple methane-water 
correlation function, from a 510 ps molecular dynamics run on methane. 

Figures 7 to 9 show results of other dynamics runs. In general, there is an 
increase of density of water between the methanes where possible. In Figure 8 at 
3.45 A, a slight increase in density can still be seen. Figure 9 shows the molecules 
coalesced to the unnatural distance of 1.54 A. 

Kirkwood Superposition Approximation. In order to produce similar results from 
a synthetic approach, it is necessary to make use of the Kirkwood superposition 
approximation (43, 36). The superposition approximation gives the three body 
correlation function g<3)(123), in this case two methanes, designated 1 and 2, and a 
water molecule, designated 3, as a product of three two body correlation functions: 

If the methanes are held fixed, then the superposition approximation may be written 
in unsymmetrical form (43,36): 

g0>(123) = g<2>(12)g(2)(13)g(2)(23) (17) 

g[31(123) = g(2)(13)g(2)(23) (18) 
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23. HERMANN Hydrophobic Interactions from Surface Areas 349 

Figure 4. Methane-methane-water correlation function for carbon-carbon 
distance of 7.16 A from a 270 ps molecular dynamics run. 

Figure 5. Front view of Figure 4. Carbon-carbon axis horizontal. 
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Figure 6. Methane-water correlation function from a 510 ps molecular dynamics 
run. Blip in front center indicates position of carbon atom. 

Figure 7. Methane-methane-water correlation function for carbon-carbon 
distance of 6 Â from a 300 ps molecular dynamics run. 
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Figure 8. Methane-methane-water correlation function for carbon-carbon 
distance of 3.45 Â from a 210 ps molecular dynamics run. 

Figure 9. Methane-methane-water correlation function for carbon-carbon 
distance of 1.54 Â from a 240 ps molecular dynamics run. 
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Figure 6 is regarded as g<2)(13) and the symmetry operation χ —» -x is performed on 
this to get g<2>(23). 

If these correlation functions, namely g<2>(13) and g<2)(23), are translated relative 
to each other so that the carbons are 7.16 A apart, and then the product g(2>( 13) 
g<2>(23) is formed, the result is shown in Figure 10. The product g<2>(13) $2>(23) 
reproduces the true function (Figure 4) rather well, except for possibly an extra large 
build-up between the methanes. Of course, sampling on or very near the χ axis is 
much less adequate than at larger r values. 

The same procedure of obtaining a correlation function from the product of two 
methane water correlation functions was applied to the other methane-methane 
separations. The results are shown in Figures 11, 12, and 13. In all cases, the 
superposition of the peaks of the correlation functions lead to some build-up between 
the methanes, even in the 1.54 A and 3.45 A cases. 

In Figure 13 for the 1.54 A case, the crest-trough cancellation of the product 
g<2)(13)g<2)(23) in the region where the water molecule is in line with and outside of 
the two methanes is apparent. This is intuitively incorrect; it is unlikely that the 
presence of one methane can change the water distribution on the far side of the other 
methane. This failure does not occur at the large methane-methane separations 
because there the crest only overlaps the other g<2> where it is equal to 1. At the 
smaller R values, it becomes an important difficulty. The failure of the superposition 
approximation for overlapping cavities has been discussed by Pratt and Chandler 
(44). 

In building the function gl3l(123) from the superposition approximation, the shape 
of the function between the methanes is qualitatively correct, although in some cases 
too large. In the outer regions, it can lead to unphysical crest-trough canceling. 
Because of these considerations, the treatment is modified in the following way. In 
the region between the methanes, the superposition approximation is applied. On the 
other side of the methanes, the correlation function pertaining solely to that methane 
is retained: 

(Domain 1) 

g[3](123)= g<2>(13)-g<2>(23) for χι < χ < x 2 (19) 

(Domain 2) 

g[31(123)= g<2>(13) for x < X l (20) 

(Domain 3) 
gI3](123)= g<2>(23) for x > x 2 (21) 

Two cases were considered: I) x% and x 2 are given by the methane carbon positions, 
and II) they are each .75 A inside the C-C distance. It was found that placing the 
domain boundary directly at the carbon atoms as in method I still gives too much of 
the field to the superposition approximation. Therefore, in method II, the boundary is 
moved so that it is about .75 A (one half a van der Waals radius) inside the space 
between the two fragments. The result for the 1.54 A case is shown in Figure 14. 

In addition to a reasonable appearance of the correlation function, it is necessary 
that reasonable interaction energies may be calculated. In Table V , the energies for 
the several approximations are compared to the dynamics results. Method II gives 
good results for all practical distances. Even in the case of 1.54 A, which is important 
for building a larger molecule from fragments, the agreement is satisfactory. At the 
unimportant distance of 0 A, there is an ambiguity in how a correlation function can 
be constructed, due to the lack of symmetry. 
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Figure 10. Methane-methane-water correlation function for carbon-carbon 
distance of 7.16 Â built from the superposition approximation. 

Figure 11. Methane-methane-water correlation function for carbon-carbon 
distance of 6 A from the superposition approximation. 
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Figure 12. Methane-methane-water correlation function for carbon-carbon 
distance of 3.45 Â from the superposition approximation. 

Figure 13. Methane-methane-water correlation function for carbon-carbon 
distance of 1.54 Â from the superposition approximation. 
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Figure 14. Methane-methane-water correlation function for carbon-carbon 
distance of 1.54 Â using Method II from Equations 19,20 and 21. 
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The energies in Table V were calculated from the tabular form of gt3l as shown in 
the figures. The energy for the two methanes at infinite separation calculated in this 
manner agrees well with the direct dynamic results in Table I. 

Table V . Methane Dimer-Water Interaction Energies Using Fragment 
Constructed Distribution Functions 8 

Carbon-Carbon 
Interatomic 
Distance 

Results 
from 
MD 

Superposition 
Approximation 

Method 
I 

Method 
II 

0.0 Â -7.070 -8.70 -5.61 -5.61 
1.54 -6.380 -7.03 -6.73 -6.19 
3.45 -5.766 -5.61 -5.79 -5.90 
5.0 -5.866 -5.80 -5.73 -5.72 
6.0 -6.081 -6.15 -6.11 -6.10 
7.16 -6.383 -6.70 -6.61 -6.59 
8.0 -6.355 -6.38 -6.35 -6.34 
oo -6.344 -6.37 -6.37 -6.37 

aDistances in Angstroms. Energies in kcal mo l 1 . 

Application to Ethane. To form the function for ethane, two methane correlation 
functions are brought together from the other direction than in the cases above, to a 
distance of 1.54 A . The result of the superposition approximation produced crest 
trough cancellations in the wrong regions. The energy was -4.87 kcal m o l 1 in fair 
agreement with the result in Table I (-5.19 kcal mol 1 ) . Method II produced a 
correlation function in good agreement with the authentic function, similar to 
Figure 14. The energy for Method II was -4.81 kcal m o l 1 . 

Discussion 

The methodology as developed so far has several positive attributes. It is in 
agreement with current calculations that show that the solvent effect favors methane 
association (40, 41, 42). It is also in agreement with current estimates that benzene 
and cyclohexane dimerize to a greater extent in the gas phase than in solution (33, 
35). The treatment is not confined to aliphatic systems. Aromatic hydrocarbons may 
be treated along with aliphatic hydrocarbons with the same cavity potential 
parameters. 

Molecules studied here produce a decrease in surface area and usually a decrease 
in cavity potential on dimerization. Only in the case of Equation 10 for the high 
energy contact dimer of cyclohexane and the benzene dimer is the cavity potential 
slightly higher than the monomer pair. Thus, the free energy of association is not 
directly related to reduction in area or cavity potential. While the direct surface area 
methods will always predict a solvent effect favoring dimerization, the method of this 
paper can predict dimer dissociation. However, it is possible by burying enough 
surface area as shown in Figures 2e and 2f to get significant binding. 

It has been demonstrated that the equivalent sphere method of determining the 
cavity curvature gives results similar to the use of the explicit treatment of average 
mean curvature using a 2.8 Â radius sphere as a probe (12) in determining the 
curvature. For the simple hydrocarbon series solubilities, the inclusion of local 
curvature results in only a small improvement over the equivalent sphere method. 
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As a molecular complex separates into monomers, the free energy of the system 
goes to the correct separation limit only if Equation 10 is used. In the case of dimers, 
it may be seen that the hydrophobic interaction results for Equation 9 are mostly 
lower, and the Equation 10 results mostly higher than the results for the equivalent 
sphere method. 

The average squared mean curvature is much more dependent on the detailed 
shape of a surface than is the average mean curvature. In the method above of 
treating the curvature of cavity surfaces in which measurements of K m

2 of the 
accessible surface are made with a 2.8 Â spherical probe, it should be noted that the 
calculated value of K m

2 is sensitive to the size of the probe. 
Compared to potential of mean force calculations (40, 41, 42), the barrier for 

pulling apart two molecules from a dimer configuration to separate monomers is too 
high. A second minimum is present in some (40, 41, 42) but not all (45) PMF 
calculations. One possible reason for the higher barrier is that the accessible surface 
is too convoluted in the barrier region and does not represent very well the first 
solvation shell. 

In an effort to calculate ei generally, it appears that it may be possible to build 
distribution functions for larger systems to a good approximation from transferable 
solvent distribution functions of fragments, or small molecules. A method is 
developed here in which novel features such as build-up and interference effects 
appear automatically between fragments and in the vicinity of their union. Table V 
shows that the molecular dynamics results for ei are reasonably well reproduced by 
Equations 19-21. 

Such functions built in this manner could be incorporated into continuum 
solvation models. The representation of the correlation functions by analytical 
functions would be a simplification of the treatment. 
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Chapter 24 

Treatment of Hydration in Conformational 
Energy Calculations on Polypeptides and 

Proteins 

Harold A. Scheraga 

Baker Laboratory of Chemistry, Cornell University, 
Ithaca, NY 14853-1301 

Calculations of the conformations of proteins in aqueous 
solution require a treatment of the influence of water on the 
dissolved solute molecule. Because present-day computers 
cannot accommodate a complete search of conformational 
space if the surrounding water molecules are treated explicitly, 
resort is had to solvent-shell or solvent-exposed surface-area 
models, with parameters for the component amino acids 
obtained primarily from experimental data on free energies of 
hydration but also from Monte Carlo or molecular dynamics 
simulations of solutions of small-molecule solutes. These 
models are presented here, and some of the thermodynamic 
parameters, viz. those for hydrophobic interactions, are 
rationalized in terms of theoretical treatments that yield results 
that have been checked by experiment. 

In order to understand the molecular mechanisms of chemical processes in 
aqueous solution (I), it is necessary to have potential functions for the solute 
molecule and for its interactions with the surrounding water molecules (2,3). 
Water has a considerable influence on the structure and reactivity of solute 
molecules. For example, in many protein structures, positively-charged 
arginine side chains are close to each other, and the strong electrostatic 
repulsion that would ensue in vacuum is modified by bridging water 
molecules, as demonstrated by semi-empirical quantum mechanical 
calculations on a model of two guanidinium ions surrounded by several water 
molecules (4). 

For an understanding of the role of hydration, one approach uses some 
type of quantum mechanical calculation, treating the solvent as a polarizable 
continuum (5), to obtain free energies of hydration. A recent example is the 
analysis of heterocyclic tautomerization in aqueous solution (6). Alternatively, 

0097-6156/94/0568-0360$08.00/0 
© 1994 American Chemical Society 

D
ow

nl
oa

de
d 

by
 N

O
R

T
H

 C
A

R
O

L
IN

A
 S

T
A

T
E

 U
N

IV
 o

n 
O

ct
ob

er
 1

7,
 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e:
 S

ep
te

m
be

r 
29

, 1
99

4 
| d

oi
: 1

0.
10

21
/b

k-
19

94
-0

56
8.

ch
02

4

In Structure and Reactivity in Aqueous Solution; Cramer, C., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1994. 



24. SCHERAGA Hydration in Conformational Energy Calculations 361 

use is made of molecular mechanics, with the solvent molecules treated 
explicitly (7-70), or implicitly by either a solvent-shell model (11) or by a 
solvent-exposed surface-area model (12,13), especially for large-molecule 
solutes of arbitrary shape. Integral equation methods have also been applied 
to treat solvation; for example, use has been made of XRISM (extended 
reference interaction-site model) methods to calculate pair correlation 
functions of protein atoms with surrounding water molecules, and thereby 
extract solvation free energies for each residue (14,15). In addition, for 
treating electrostatic interactions of such large molecules in solution, the 
solvent is considered to be a continuum dielectric, and the non-linear Poisson-
Boltzmann equation is solved numerically (16,17). 

For the particular application to aqueous solutions of macromolecules 
such as proteins, the quantum mechanical approach is not feasible, and 
molecular mechanics with an explicit treatment of the water molecules, as 
indicated schematically in Figure 1, is possible only if limited changes in the 
conformation of the solute are of interest. If, however, large changes in 

Figure 1. Schematic representation of a macromolecule solute in a box of 
water molecules. 

protein conformation are allowed as, for example, in studying protein folding 
in aqueous solution, then the model of Figure 1 cannot be treated by present-
day computers, and resort must be had to the solvent-shell model or the 
solvent-exposed surface-area model. For either approach, it is necessary to 
have solvation free energies for the components of the amino acids from 
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which the protein is constituted. While such thermodynamic quantities can 
be obtained for small-molecule solutes by quantum mechanical calculations 
(6,18,19),wç have used experimental free energies of hydration in accord with 
a similar use of experimental data to parameterize our potential function (20) 
for amino acid and polypeptide solutes. Therefore, in this paper, we will first 
describe the solvent-shell and solvent-exposed surface-area models, and then 
their parameterization. Finally, some applications to aqueous systems will be 
discussed. 

Solvent-Shell Model 

Our earliest use of the solvent-shell model (21) was made in 1967, and has 
been implemented more recently with improvements in the geometry of 
overlapping spheres (22-27) and with more recent experimental data on free 
energies of hydration (11,28-32). 

Figure 2 illustrates the free energy penalty involved due to the removal 
of water when the van der Waals sphere of a solute group overlaps the 

Figure 2. A schematic drawing illustrating vartious stages of the approach of 
two solute groups 1 and 2. A , No overlaps. B, Overlap of the hydration 
spheres of groups 1 and 2. C, Overlap of the van der Waals sphere of group 
2 with the hydration sphere of group 1. D, Overlap of three hydration spheres 
of solute groups 1, 2 and 3. (Reproduced with permission from reference 33. 
Copyright 1981 New York Academy of Sciences.) 

hydration shell of another solute group. In Figure 2B, the free energy of 
hydration of groups 1 and 2 is unaltered; in Figure 2C, however, while the 
hydration volume of group 2 is unaltered, that of group 1 is reduced by the 
densely shaded volume of overlap. Figure 2D illustrates a multiple-site 
interaction (33). 

This model has been used to compute the contribution of hydration in 
molecular mechanics calculations on polypeptides and proteins in water. As 
an example, we cite the role of water in the helix-coil transition of polyamino 
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acids (34), such as poly-L-valine, where the helix content increases as the 
temperature is raised because of the well-known behavior of the temperature 
dependence of hydrophobic interactions (in this case, between the nonpolar 
side chains of the helix). As another example, the experimental change in 
energy to convert the triple-helical collagen-like poly(Gly-Pro-Pro) to the 
single-chain statistical-coil form is 1.95 kcal/mol per Gly-Pro-Pro tripeptide 
unit (35); a theoretical value, making use of the shell model to treat 
hydration, is 2.4 kcal/mol (36), in fair agreement with the experimental value. 
If hydration is not included, the theoretical value is much higher, viz., 5.0 
kcal/mol (36). 

As a third example, Han and Kang (37) have recendy used the 
hydration shell model to compute the ratio of cis-to-trans isomers of N-acetyl-
N'-methylamides of Pro-X dipeptides, where X is a series of amino acids. 
These authors report good agreement with experimental data for this ratio 
and also for the theoretical propensity of the Pro-X dipeptides to adopt β-
bend conformations. 

Solvent-Exposed Surface-Area Model 

Alternatively, solvent-exposed surface area is used as a basis to assess the 
hydration contribution, using surface (instead of volume) free-energy density 
parameters (see Figure 3). Various models are used to compute the solvent-

S o l v e n t -

Convex s u r f a c e s 

Figure 3. The solvent-accessible surface (shown as a dashed line) for atoms 
i,j, and k with a probe radius of r p. (Reproduced with 
permission from reference 13. Copyright 1992 John Wiley.) 
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exposed surface area (13,38) in order to compute the free energy of hydration 
(39-41) of a solute molecule. Vila et al (42) have evaluated a number of 
models and several sets of hydration parameters. From a computational point 
of view, the model of Perrot et al (13) is much faster than that of Connolly 
(38), and Williams et al (43) have used it to show that computed structures 
of bovine pancreatic trypsin inhibitor, with hydration included with a solvent-
exposed surface-area model, show better agreement with the X-ray structure 
than do those in which hydration is not taken into account. The increased 
speed of the algorithm of Perrot et al (13) makes it a practical one for 
inclusion (together with a molecular mechanics algorithm) in a procedure to 
minimize the sum of the energy and hydration free energy of a macromole-
cule. However, such minimization algorithms, which involve the computation 
of first derivatives, sometimes encounter discontinuities in the first derivatives 
of the accessible surface area and, hence, in the hydration free energy. 
Wawak et al (44) have recently shown that there are only two situations in 
which such discontinuities arise, and work is currently in progress to surmount 
these problems. Work is also in progress (32) to improve the hydration 
parameters for polypeptides by making use of a recent compilation of free 
energies of hydration of small molecules (31). 

By calculating the free energy of solvation for the residues of melittin 
with both the accessible surface-area approach and the XRISM method, Kitao 
et al showed that the two methods agree qualitatively, but that the XRISM 
approach consistently overestimates the solvation free energy (15). 

Rationalization of Some Hydration Parameters 

While our approach is based on the use of experimental free energies of 
hydration to parameterize either a solvent-shell or solvent-exposed surface-
area model, it is of interest to conclude this article with a theoretical 
rationalization (and corresponding experimental verification) of some of these 
parameters, viz.,as an example, those involving the hydrophobic interaction 
between nonpolar groups in water. 

Our earlier theoretical treatment of hydrophobic interactions (45,46) 
was based on a statistical mechanical theory of the thermodynamic properties 
of liquid water (47) and of aqueous solutions of hydrocarbon (48). The free 
energy of formation of a pair of nonpolar groups making maximum contact 
in water was expressed as 

AG° = a + bT + c T 2 (1) 

with a corresponding expression for the volume change, AV°. Near room 
temperature, AV° > 0, AG° < 0, AS° > 0 and ΔΗ° > 0. The unfavorable 
enthalpy of formation is more than counterbalanced by the positive entropy, 
resulting in a favorable free energy arising from changes in the surrounding 
water structure as the two nonpolar groups come into contact. 

As an illustration of the effect of temperature, the thermodynamic 
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parameters are given as a function of temperature in Table I for the leucine-
isoleucine hydrophobic interaction. These parameters were obtained from 
equation 1, with a = 7290, b = 47.8 and c = 0.0660 for AG° in cal/mol. 

Table I. Thermodynamic Parameters for the Formation of a Leucine-
Isoleucine Hydrophobic Interaction of Maximum Bond Strength (45) 

t 
° c 

AG" 
kcal/mol 

ΔΗ° 
kcal/mol 

AS" 
e.u. 

0 -0.8 2.3 11.6 
10 -0.9 2.0 10.4 
20 -1.0 1.6 9.2 
25 -1.0 1.4 8.5 
30 -1.1 1.2 7.8 
40 -1.2 0.8 6.5 
50 -1.2 0.4 5.1 
60 -1.3 -0.1 3.6 
70 -1.3 -0.6 2.1 

Source: Reprinted from reference 45. Copyright 1962 American Chemical 
Society. 

Table II illustrates the range of the theoretical thermodynamic 
parameters at 25 °C for several pairs of interacting nonpolar side chains of 
amino acids in maximum contact. 

Table II. Theoretical Thermodynamic Parameters for Hydrophobic 
Interaction at 25°C (45) 

âG° ΔΗ° AS° 
Side Chains kcal/mol kcal/mol e.u. 

Alanine-alanine -0.3 0.4 2.1 
Isoleucine-isoleucine -1.5 1.8 11.1 
Phenylalanine-leucine -0.4 0.9 4.7 
Phenylalanine-phenylalanine -1.4 0.8 7.5 

Source: Reprinted from reference 45. Copyright 1962 American Chemical 
Society. 

A variety of experiments have been carried out to verify these 
thermodynamic parameters. One of these involves the dimerization of 
carboxylic acids in aqueous solution. From the increase in the observed 
dimerization constant with increasing chain length, it has been suggested (49) 
that, in aqueous solution, the dimers are side-by-side rather than cyclic as 
observed in the gas phase. Thus, dimerization involves single hydrogen bonds 
between the carboxyl groups, and hydrophobic interactions between the 
nonpolar portions. The experimental and theoretical values of AG° for the 
hydrophobic interaction are compared in Table III. 
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Table ΠΙ. Free Energy of Hydrophobic Interaction in the Dimerization 
of Carboxylic Acids at 25°C 

A G 0 (kcalVmole) 

Experimental3 Calculated15 

Side-Chain (1) (2) (3) (4) (5) 

C H 3 - -0.79 -0.95 -0.80 -0.70 -0.70 

CH3CH2" -1.03 -1.06 -1.09 -0.90 -1.00 

C H 3 C H 2 C H 2 * -1.31 -1.47 -1.41 -1.15 -1.35 

C6H5CH2- - -1.57 -1.45 -1.63 

aThese three columns correspond to three different sets of experimental data 
(see Reference 49). 

b*rhese two columns correspond to two slight variations in the theory 
(see Reference 49). 

Similar binary complexes were examined by fluorescence quenching of 
phenols with carboxylates, from which the thermodynamic parameters for the 
hydrophobic interaction were extracted (50. These are shown in Table IV 
together with the theoretical values. 

As a final example, we cite some experimental data for the volume 
decrease when nonpolar groups are added to water. The data in Table V 
were obtained from experiments on a homologous series (51) in which the 
data for the first member of the series were subtracted in order to obtain the 
contribution of the nonpolar group (52). The agreement between 
experimental and theoretical data is fairly good, especially at the higher 
temperatures. Of course, the volume change accompanying the hydrophobic 
interaction will have the opposite, i.e. positive, sign. Such increases in volume 
are observed in association reactions (53) where hydrophobic interactions may 
be involved. 

From the examples cited above, it appears that the theory of reference 
45 provides a good rationalization of the origin of the thermodynamic 
parameters for hydrophobic interactions between nonpolar groups in water. 
The theory of reference 45 was based on a model in which partial clathrate-
like cages of water molecules surround the nonpolar group. This model has 
subsequently been validated by numerous Monte Carlo simulations of aqueous 
solutions of hydrocarbons (54,55); these include, e.g.,simulations of methane 
in water, in which C- Ό pair correlation functions (compared to 0 - 0 pair 
correlation functions in pure water) indicate the presence of clathrate-like 
structures. 
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Table V. Volume Decrease (in c.cJmole) Accompanying the Addition of 
Nonpolar Groups to Water (51) 

-AV 

0°C 20°C 4 0 ° C 5 0 ° C 

Group Exp. Theor. Exp. Theor. Exp. Theor. Exp. Theor. 

C H 3 1.1 1.9 1.2 1.5 1.2 1.3 1.3 1.1 

C2H5 1.9 3.7 2.1 3.1 2.2 2.5 2.3 2.3 

C3H7 2.9 5.6 3.1 4.6 3.3 3.8 3.5 3.4 

Some Applications of the Foregoing Theory of Hydrophobic Interactions 

Two applications of the foregoing theory (45) are presented here. The first 
one treats the entropy changes accompanying association reactions of proteins 
(56). If hydration is neglected, and the entropy change, A S a s s o c , is attributed 
only to loss of translational and rotational freedom, then A S a s s o c = -122 e.u. 
for a molecule the size of insulin. However, by taking hydration (and internal 
degees of freedom of the insulin dimer) into account, the computed value of 
A S a s s o c is -10(±8) e.u.,in agreement with the experimental value (56). 

As a second application, nucleation (or chain-folding-initiation) sites 
were computed for initiating protein folding (57). The model was based on 
hydrophobic interactions, to remove the nonpolar groups from contact with 
water. The free energy change was calculated for the conversion of extended 
chain segments into hairpin-like structures with hydrophobic interactions 
between the side chains. By considering all segments along the whole chain, 
the most likely chain-folding-initiation sites were computed for several 
proteins. The computed sites for bovine pancreatic ribonuclease A (57) were 
subsequently verified by experiment and also by an alternative treatment 
based on triangular contact maps (58). 

Concluding Remarks 

While the data in Tables III-V provide a rationalization of the early theo
retical treatment of the hydrophobic interaction, and the subsequent applica
tion of simulation methods to aqueous systems, reliance is being placed, at 
least in the near future, on two alternative approaches to obtain the thermo
dynamic parameters for the hydration of both polar and nonpolar groups. 
These are the use of experimental data, on the one hand, and Monte Carlo 
or molecular dynamics simulations on the other. These will improve the data 
for use in either a solvent-shell or a solvent-exposed surface-area model. As 
potential functions improve, so will the simulation results. Finally, if 
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computer power increases by several orders of magnitude, it may then become 
possible to search the conformational space of a macromolecule solute by 
using explicit water molecules, as in Figure 1, instead of relying on these 
volume or surface models. 
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Chapter 25 

Hydrophobic—Hydrophilic Forces in Protein 
Folding 

A. Ben-Naim 

Department of Physical Chemistry, Hebrew University of Jerusalem, 
Jerusalem 91904, Israel 

The total force exerted on each atom, or group of atoms, of a protein 
can be split into two parts: A direct force originating from the protein 
itself and an indirect part, induced by the solvent. 

We focus on the solvent induced part of the force exerted on a 
typical hydrophobic (say methyl) and hydrophilic (say hydroxyl) 
groups. It is argued that the solvent induced force between hydrophilic 
groups are stronger than the corresponding forces between hydropho
bic groups. Some recent simulations of the indirect force confirm this 
conclusion. The implication of these findings to biochemical processes 
is discussed. 

1. Introduction 

The problem of "how" and "why" protein folds into an almost unique three 
dimensional structure has become a central problem in theoretical biochemistry.1 

Most attempted answers to this question focus on the characterization of the structural 
intermediates in the protein folding pathway.2,3 A complete knowledge of all struc
tural intermediates will give us an answer to the question of "how" protein folds, leav
ing the "why" part of the question unanswered. 

Clearly, the "why" question is a more fundamental one in the problem of pro
tein folding. This question can be further subdivided into two questions: One, why 
protein folds along a particular pathway? Second, why the protein eventually attains a 
specific three dimensional structure? 

To answer the first question we need to know all the forces that operate on a 
protein at any given configuration. These forces will determine the trajectory of 
motion of the protein within its configurational space.4 Clearly, because of the inces
sant thermal fluctuations, a protein cannot follow a precise trajectory. Instead, we can 
think of a corridor of trajectories (the width of which depending on the temperature) 
along which the protein folds. Knowledge of the precise forces at each moment will 
also tell us "how" protein is most likely to fold, i.e., what are all the intermediates in 
the folding pathway. We shall henceforth refer to these forces as the dynamic force. 

0097-6156/94/0568-0371$08.00/0 
© 1994 American Chemical Society 
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To answer the second question we need not know the dynamic force at each 
stage of the folding pathway, nor do we need to know the structural intermediates. 
A l l we need is to examine the difference in the Gibbs energy of the initial (unfolded) 
and the final (folded) states. We shall henceforth refer to this change in Gibbs energy 
as the thermodynamic force. In a recent review article, entitled "Dominant forces in 
protein folding"5 only thermodynamic forces are discussed, almost nothing is said on 
the dynamic forces. 

In this paper we shall address ourselves mainly to the examination of dynami
cal forces, and see if at the present stage of our knowledge we can answer the ques
tion of which forces are the dominant ones. Once we know the dynamical forces we 
could, in principle, tell "how" the protein will proceed from one intermediate struc
ture to another, leading to the ultimate 3-D structure. The latter might not coincide 
with the most stable state, i.e., the state of the lowest Gibbs energy. 

In the next section, we present a simple illustration of the difference between 
the dynamic and the thermodynamic force. We then focus on the former, which con
sists of two parts, direct forces originating from the protein itself, and indirect, or sol
vent-induced forces. In section 3 we present an exact argument showing why forces 
between hydrophilic ΗΦΙ groups are expected to be much stronger than those 
between hydrophobic ΗΦΟ groups. We then show that the same argument, though 
not exactly the same, can be applied to real aqueous solutions. 

2. Thermodynamic versus dynamic force 

There seems to be some confusion regarding the concepts of thermodynamic 
and dynamic forces. The difference between the two can be demonstrated by a very 
simple example, figure 1. 

Consider first two particles in vacuum constrained to move along the line con
necting their centers. Figure 1-a shows the intermolecular potential energy as a func
tion of the distance R between the two particles. 

For any initial distance, say Rx or R2, the system will tend to reach the equilib
rium distance Re. We say that there is a thermodynamic force driving the system from 
any initial state (R) to the final state Re whenever 

In this particular example the actual or the dynamic force is attractive at 
R = R\, but repulsive at R = R2. However, since in both cases the dynamic force 
drives the system towards Re, we can loosely say that both the thermodynamic and 
the dynamic force drives the system towards the same goal, Re. In this sense, and in 
this particular example, we may interchange the two concepts of forces. 

Such an interchange is not valid in general. We demonstrate this point in figure 
1-b. Suppose that the same two particles, constrained to move along the same line, are 
immersed in a solvent. If we fix the temperature Τ and the pressure Ρ of the solvent, 
then the criterion for a thermodynamic force (2.1) is replaced by 

where G(R) is the Gibbs energy of the system having the two particles at a fixed dis
tance R. 

Indeed, for any initial distance R, the thermodynamic force, drives the system 
into the state of lowest Gibbs energy. However, in contrast to the previous example, 
the actual or the dynamic force at each initial distance does not drive the system 
towards Re. Thus at Rl9 the dynamic force is attractive, driving the system towards 

U(Re)-U(R)<0 (2.1) 

G(Re)-G(R)<0 (2.2) 
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25. BEN-NAIM Hydrophobic—Hydrophilic Forces in Protein Folding 373 

a b 

Figure 1 
The Gibbs energy function G(R) for two simple solutes as a function of R. a) 

In vacuum, where G(R) = £/(/?), and b) In a solvent. Re is the location of the lowest 
minimum of G(R). The average force between the two solutes is attractive at R = Ru 

repulsive at R = R2 and zero at R = R3 or at R = Re. 
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374 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

Rei but at R2 the dynamic force is repulsive. This means that if we release the two 
particles held initially at a fixed distance R2> the dynamic force will on the average 
drive the two particles away from each other, i.e., in opposite direction to the thermo
dynamic force. Similarly, starting from an initial distance at /? 3, the dynamic force is 
zero. 

Thus, knowledge of the thermodynamic force does not tell us anything on the 
dynamical force and vice versa. 

There is another important difference between the two cases in figure 1. In 1-a, 
on releasing the two particles at R = Rif the force is attractive and the particles will 
move towards each other. On the other hand, releasing the two particles at R = R\ in a 
solvent, figure 1-b, the average force is attractive, hence it is only on the average that 
the two particles will be moving towards each other. In the latter case, the solvent-
induced force (see section 3) is a result of the fluctuating forces exerted by many sol
vent molecules in the surroundings of the two particles at R = R\. Therefore the 
instantaneous motion at R = Rx could be in any direction. Likewise, at R = R2, the 
instantaneous force could be either attractive or repulsive. It is these fluctuating forces 
that eventually will drive the system from R = R2 to R = Re in spite of the fact that 
the average force is repulsive at R = R2. Since the fluctuating forces depend on tem
perature, it is in principle possible that they will not be strong enough to move the 
system across the barrier from R = R2 to R = Re. In such a case, the system will be 
trapped in some metastable state, say at R = i? 3 . 

The distinction between the thermodynamic force and the dynamic force can be 
easily extended to more complex systems such as proteins. Let R M = Rj · · · R ^ be a 
specific configuration of a protein (where R, is the locational vector of the i-th 
nucleus). We say that there exists a thermodynamic force leading from RM to R'M 

whenever 

G ( R ' M ) - G ( R M ) < 0 (2.3) 
For an isothermic - isobaric system, the condition (2.3) is the generalization of 

(2.2). The actual average motion of the protein, released from an initial configuration 
RM is determined by the gradient of the function G (R M ) . Normally, we are interested 
in the actual force operating on a specific nucleus, say the ι = 1 nucleus, at the initial 
configuration R M . This force is obtained from the gradient of G(RM) with respect to 
Rx. Thus we write 

F , = - V , G ( R M ) (2.4) 
3 3 3 

where Vj = (-—, - — , -—) is the gradient operator with respect to Ri (normally we 
oX[ ay γ oz\ 

also require that this will be consistent with the conservation of all bond lengths and 
angles of the protein). 

As in the example depicted in figure 1-b, starting from an initial configuration 
R M , we might have a thermodynamic force leading to some equilibrium configuration 
R1?. However, neither the instantaneous (fluctuating) force nor the average force at 
R will necessarily be in the direction towards R f . Whether the system will eventu
ally reach R f or not depends on whether there are high barriers that cannot be over
come by the fluctuating forces. 

3. Direct versus indirect forces 

Consider again a macroscopic system consisting of water molecules at a given 
Τ and F , and one protein molecule at some fixed configuration RM = RX · - R ^ , 
where R, is the locational vector of the i-th nucleus. We are interested in the force 
operating on a selected nucleus, say i = 1, given the configuration R M , and averaged 
over all possible configurations of die solvent molecules. This force is obtained from 
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25. BEN-NAIM Hydrophobic—Hydrophilic Forces in Protein Folding 375 

the gradient of the function G(RM) with respect to Rx.46 

Using classical statistical mechanics we can always write G(RM) as4 

G(RM) = U(RM) + J G ( R M ) (3.1) 

where U(RM) is the direct potential energy originating from the protein itself and 
SG(RM) includes all solvent effects. The function £ / ( R M ) , although a very compli
cated function, is the relatively simpler of the two functions on the right hand side of 
(3.1). It includes all interactions between bonded and non-bonded nuclei that consi-
tute the protein. 

The force on the nucleus 1 is obtained from (3.1) as 
Fx = - V j £ / ( R M ) - VXSG(RM) = F f + F f (3.2) 

where F f is the direct force on 1 due to all other nuclei at R 2 · * · RM - The second term 
is the indirect, or the solvent-induced (SI) force, originating from die presence of the 
solvent. The components of F f are fairly well understood; these forces are between 
bonded nuclei, van der Waals, electrostatic and hydrogen bonds between non-bonded 
nuclei, etc. On the other hand, the solvent induced force depends on the interactions 
between the protein and the solvent as well as between solvent molecules. This is an 
extremely complex function to analyze analytically. Undoubtedly, this is the reason 
why the components contributing to F f were never studied systematically. 

We first note that assuming classical statistical mechanics we may write the 
identity4 

SG(RM) = AG*(RM) - AG*(oo) (3.3) 
where A G * ( R M ) is the solvation Gibbs energy of the protein at a fixed configuration 
RM, and AG* (oo) is the solvation Gibbs energy of all nuclei at infinite separation from 
each other. Since at the latter configuration there are no net forces between the 
nuclei, we have 

F f = - VXSG(RM) = - VXAG*(RM) (3.4) 
From (3.4) it follows that a solvent-induced force is exerted on 1, if and only 

if, a small change in the location of 1 produces a change in the solvation Gibbs 
energy of the system. 

It is intuitively clear that the changes in the solvation Gibbs energy referred to 
above must be "near" Rx. In order to make this statement more precise, we use a sta
tistical mechanical expression which is very convenient for analyzing the nature of 
this solvent induced force, namely,4 

F f = ^VxU(RuXw)p(Xw\RM)dXw (3.5) 

Here, -VXU(RX,XW) is the direct force exerted by a water molecule at Xw on the 
nucleus at Rx, and p(Xw\RM) is the conditional density of water molecules at XWt 

given a protein at a fixed configuration R M . The integration in (3.5) extends over all 
possible configurations of a water molecule. For latter use we shall refer to 
-VXU(RX,XW) as the direct force exerted by W on 1, and to p(Xw\RM) as the proba
bility density of finding W atXw. 

From the structure of the integrand in (3.5), it is clear that a direct force -
VxU(Ri,Xw) will be non zero only if X ^ is not too far from R } . Let us denote by 
D(Ri) the region from which a water molecule can exert a significant force on 1, we 
rewrite (3.5) as 

F f = J -VlumlXw)p(Xw\RM)dXw (3.6) 

within the region D(RX) the local solvent density is affected only by those nuclei of 
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376 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

the protein that are not too far from Rx. We denote by R" those nuclei that, at a spe
cific configuration R M , are close enough to the region D(RX) so that they can affect 
the local density of water molecules at Xw. Thus, instead of (3.6) we can write 

F f = j -V&iRuXwMXwlR^dXw (3.7) 

Note that R r t must include Ru but otherwise the other nuclei in R n need not be close 
to Rx along the sequence of the amino acids. 

4. Classification of the solvent induced forces 

From the analysis made in the previous section it follows that a substantial 
force F f will be realized whenever both factors in the integral (3.7) are large. This 
requires that Xw be in the region D(Rx) and that there is a subset of nuclei at R r t that 
produces a large local density of water molecules in D(RX). Clearly, the magnitude of 
the force F f depends on the type of the nucleus at Rx as well as on the number and 
the types of nuclei at R \ It is impossible at present to analyze all possible cases of 
nuclei at R". Instead, we explore only some representative examples. 

Instead of having any nucleus at R l t we examine two cases; a hydrophobic 
(ΗΦΟ) and a hydrophilic (ΗΦΙ) group. As a typical ΗΦΟ group we choose a methyl 
group (viewed as a single entity), and as a typical ΗΦΙ group we choose a hydroxyl or 
a carbonyl group (again viewed as a single entity). We could also have added a 
charged group, but as we shall soon see, even with this limited number of representa
tive groups; ΗΦΟ and ΗΦΙ we have a multitude of possible forces to be studied. A 
partial list is the following: 

Α ΗΦΟ group at Rj * · and one ΗΦΟ group at R"~l 

• · · and one ΗΦΙ group at Rn~l 

• · · and two ΗΦΟ groups at Rn~l 

• · · and two ΗΦΙ groups at /? Λ _ 1 

• · · one ΗΦΟ and one ΗΦΙ group at i?*"1 

• · · three ΗΦΟ groups at Rn~l · · · 

Α ΗΦΙ group at Rj * · · and one ΗΦΟ group at R"~~l 

• · · and one ΗΦΙ group at Rn~l 

• · · and two ΗΦΟ groups at Rn~l 

• · · and two ΗΦΙ groups at Rn~l 

• · · one ΗΦΟ and one ΗΦΙ group at Rn~l 

• · · three ΗΦΟ groups at Rn~l · · · 
By Rnl = R 2 , R 3 Rn) we mean Rn excluding Rv 

In the next section we explore some of the cases listed above. We shall first pre
sent an exact analysis for a simple solvent i.e., water at very low density. In section 6 
we make a plausible analysis for the case of water at liquid densities. 
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5. Nearly ideal-gas water as a solvent 

We consider here a very simple case where we have besides group 1 at Rx only 
one group at R 2 . The solvent density is very low pw —» 0 so that to first order in the 
solvent density, the solvent induced force is 

F f = - (/W8*2) J Vt£/(R I f Xw) cxp[-fiU(Xw\Ru R2)]dXw (5.1) 

where β = (kBT)~\ kB being the Boltzmann constant and Τ the absolute tempera
ture. -ViU(RuXw) as before, is the force exerted on 1 at Rx by a water molecule at 
Xw. The conditional probability of finding a water molecule in an element of configu-
rational volume dXw is now 

Pr(Xw)dXw = cxp[-fiU(Xw\Ru R2)] (5.2) 

where UÇXW\RX,R2) is the direct interaction energy between W at and the two 
groups at Rx and R 2 . 

In this particular example the solvent induced force in (5.1) may be calculated 
exactly for any given pair of pair potentials U(RX,XW) and U(R2,XW). We shall not 
need to make such a calculation here. Instead, we shall examine only the change of 
the force caused by replacing a ΗΦΟ group by a ΗΦΙ group. 

Also for the present qualitative discussion, we use a simple form of a solute-
solvent pair potential,4, i.e., 

U(Rh Xw) = Uu(Rh Xw) + UHB(Rh Xw) (5.3) 
where Uu is a Lennard-Jones type of interaction and UHB is the hydrogen-bonding 
(HB) part of the potential. The latter is non zero only when the group at Rt can form a 
HB with a water molecule. We shall not need any details on the form of these two 
parts, we note only that at room temperature βϋυ « -1 at the minimum of the 
potential function, whereas βϋΗΒ « - 10, when the distance and orientations are such 
that a HB can be formed between the pair at R, and Xw. 

We now compare three different cases: 
a) Α ΗΦΟ group at Rx and one ΗΦΟ group at R 2 . In this case, only the LJ part 

of the potential is operative and we have 

F f =-(ρψβπ2) jVxUu(hW)cxp[-fiUu(l,W)-fiUu(XW)]dXw (5.4) 

where we used a shorthand notation for the configuration of each pair of particles. We 
shall refer to this force as the "normal" force. It is "normal" in the sense that only 
βϋυ appears everywhere - no contributions due to HB'ing. Thus we write 

Ff (ΗΦΟ - ΗΦΟ) = Ff (normal) (5.5) 
b) Α ΗΦΟ group at Rx and one ΗΦΙ group at R 2 . In this case the direct force is 

the same as in (5.4), but the local density due to the group at R 2 changes by a factor 
of εχρ[-βϋΗΒ(2, W)] « exp[10] = 2.2 χ 104. Thus although the region from which a 
HB may be formed is quite small (ΑΧψ/%π2 is of the order of 5 x 10 3 cm 3/mol) 4 

there will be a net increase in the local density of water molecules at X ^ due to the 
HB'ing capability of the ΗΦΙ group. 

We may roughly write for this case 

Ff (ΗΦΟ-ΗΦΙ) = -(ρψ\%π2) J VxUu(l,W)EXP[-fiUu(l,W) 

βϋυ(2, W) - βϋΗΒ(2, W)]dXw (5.6) 
Since the additional factor in the integrand of (5.6) is greater than one, we can write 

D
ow

nl
oa

de
d 

by
 M

O
N

A
SH

 U
N

IV
 o

n 
O

ct
ob

er
 2

6,
 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e:
 S

ep
te

m
be

r 
29

, 1
99

4 
| d

oi
: 1

0.
10

21
/b

k-
19

94
-0

56
8.

ch
02

5

In Structure and Reactivity in Aqueous Solution; Cramer, C., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1994. 
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I F f (ΗΦΟ - ΗΦΙ)Ι > IFf7(normal)l (5.7) 
c) Α ΗΦΙ group at Rt and a ΗΦΙ group at R 2 . In this case there are two 

changes in the integrands of (5.4). First, the forces exerted by W on 1 have now two 
components. 

Vjt /α , W) = V i [Uu(l, W) + UHB(l, W)] (5.8) 
second, there are configurations from which a water molecule can form simultane
ously two HB's with 1 and 2. Clearly, the configurational space from which this can 
be done is quite small (this was estimated to be of the order of 
ΑΧψΊΖπ2 « 2.8 χ 104cm3/mol) but now the exponential term can get as large as 
exp[20] « 4.8 χ 108, due to the formation of two HB's. Therefore the net solvent-
induced force on 1 is expected to be much larger than in the previous case. We thus 
write 

I F f (ΗΦΙ - ΗΦΙ)Ι » I F f (ΗΦΟ - ΗΦΙ)Ι > I F f (normal)l (5.9) 
To summarize, when we replace one ΗΦΟ group at R2 by a ΗΦΙ group, we 

increase the local density of water molecules by a factor of about exp[10], at some 
configurations X ^ . The direct force exerted by one W at XW does not change. When 
we replace the two groups by ΗΦΙ groups, both the direct force VxU(l,W), and the 
local density of water molecules will change, giving rise to large solvent induced 
forces. 

6. Solvent induced force in real liquid water 

Considering again the three cases listed above in real liquid water, say, at room 
temperature and at 1 Atm., we find that the changes from one case to another are less 
dramatic than the previous case, but the order of the forces, as presented in (5.9) is 
maintained. 

The general expression for the force (3.6) is the same as before, with a reinter-
pretation of the local density as 

p (X„IR l t R 2 ) = pwg(Xw\RuR2)/U2 (6.1) 
(In (5.1) we have used the low density limit of g(X^ IRj, R 2 ) . 

The number density pw in (6.1) is the density of liquid water at room tempera
ture pw = 5.5 χ 10"2mol/cm3, and g(X^IRj,R 2 ) is the pair correlation function 
between a water molecule and the pair-of-groups at R i , R 2 viewed as a single entity 
(note that g(XwlRj,R 2 ) is different from the triplet correlation function 
g(XWiRuR2))y 

The direct force VXU(RX,XW) is the same as before. For the Η Φ Ο - Η Φ Ο 
case, g(X^IRi , R 2 ) is of the order of 2-3. This may be referred to as the "normal" case 
for the liquid density. For the Η Φ Ο - Η Φ Ι case, we have estimated4,7 that 
g(X^IR! ,R 2 ) is of the order of 110. This is considerably small than in the gaseous 
phase, but still considerably larger than the "normal" case. Finally, for the Η Φ Ι - Η Φ Ι 
case, we have estimated4, g(XvylRi,R 2) to be of the order of 2.6 χ 103 (for those 
configurations from which W can form simultaneously two HB's with 1 and 2). 

We therefore conclude, based on theoretical arguments,4,7,8 that although the 
changes are more modest than in the gaseous phase discussed in the previous section, 
the order of the forces, as presented in (5.9), is preserved. 

This conclusion was recently confirmed by molecular dynamics simulations. 
The average forces between two water molecules were calculated and found to be 
stronger than the corresponding force between two nonpolar solutes.9 
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7. Conclusion 

In assessing the relative contributions of the various effects involved in the sta
bilization of proteins, one need to have first a complete inventory of all possible 
effects and, second, an idea of the order of magnitude of each of these contributions. 

Clearly, if we are going to analyze all possible amino acid residues, we shall 
have to deal with a huge number of effects, on which we have at present neither 
experimental nor theoretical information. Therefore we limit ourselves to only two 
representative groups that occur in proteins, the ΗΦΟ group (represented by, say, 
methyl groups) and the ΗΦΙ group (represented by hydroxyl or carbonyl groups). 
Even with this reduced classification, one must distinguish between different specific 
effects such as solvation, pairwise correlations, triplet correlations, etc. 

The current prevailing opinion is that the Ή Φ Ο effect" is the most important 
one in protein stabilization? This is based on Kauzmann's original idea,1 0 that the 
free energy of transferring of a ΗΦΟ group into the interior of the protein can be esti
mated from the reaction 

CH4 (water —» organic liquid) (7.1) 
which is quite large. On the other hand, the free energy of the "ΗΦΙ effect" has been 
considered in the context of the following "reaction" 

C = 0 - - - W + N H - - - W - > C = 0 - - - H N + W - - - W (7.2) 
The dots "· · ·" indicated hydrogen bonding (HB). The latter equation suggests that 
the number of HB's broken on the lhs of (7.2) is the same as the number of HB's 
formed on the rhs (7.2). If we assume that the HB strength between the various 
groups are nearly the same, one arrives at the conclusion that HB's do not contribute 
significantly to the protein folding process. 

Therefore, the current view tends to dismiss the contribution of the HB'ing, 
while at the same time attributing a greater importance to the ΗΦΟ effect. A recent 
examination of the various ΗΦΟ and ΗΦΙ effects shows that Kauzmann's model of 
transfer of free energy (7.1) is not adequate for the protein folding, and that the pre
sentation of the ΗΦΙ effect in the sense of (7.2) leads to erroneous conclusions.11,1 

In the above discussion we have used the terms ΗΦΟ and ΗΦΙ "effects", with 
reference to equations (7.1) and (7.2). Actually there are more than one ΗΦΟ and 
ΗΦΙ effects. In order to make more meaningful statements, we must specify more 
precisely which effects are we comparing. If we do a one-to-one comparison of the 
various effects, we find the following: 
1) ΗΦΟ versus ΗΦΙ loss of solvation 

This involves the complete loss of the solvation of, say, methyl or a hydroxyl 
group when it is transferred into the interior of the protein. For a ΗΦΟ group, we find 
that the loss of the (conditional) solvation Gibbs energy is negative and on the order 
of -0.5 kcal/mol.2 For the loss of the solvation of a hydroxyl group the corresponding 
value is about +6.7 kcal/mol. Thus, for this particular effect, the ΗΦΙ effect is almost 
an order of magnitude larger than the corresponding ΗΦΟ effect. Even when taking 
into account the formation of internal HB's within the interior of the protein (as most 
ΗΦΙ groups actually do), one still finds that the ΗΦΙ effect due to the loss of the sol
vation is far larger than the corresponding ΗΦΟ effect. 
2) Pairwise ΗΦΟ versus ΗΦΙ interactions 

The solvent induced interaction between two ΗΦΙ groups at some specific con
figurations was recently estimated to be on the order of -3 kcal/mol. 4 , 1 1 The corre
sponding value for ΗΦΟ groups such as methyl or ethyl groups is on the order of -0.3 
to -0.6 kcal/mol. 
3) Triplet and higher order solvent induced interactions 
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Although very little is known on these interactions, a recent calculation indi
cated that triplet and quadruplet solvent induced interactions between ΗΦΙ groups are 
quite large7 - probably much larger than the corresponding effects for triplet and 
quadruplet ΗΦΟ groups. 
4) The solvent induced forces between ΗΦΙ groups are larger than the corresponding 
forces between ΗΦΟ groups - as we have discussed in sections 5 and 6, and con
firmed by simulations. 

By comparing one-by-one effects, we see that any of the ΗΦΙ effects listed 
above is much stronger than the corresponding ΗΦΟ effects. This still leaves open the 
question of the overall or the accumulative effect of all groups in a specific protein. 
For instance, the interaction free energy between a pair of ΗΦΙ groups could be 5-6 
times larger than for a pair of ΗΦΟ groups. If the protein has, say, ten times more 
pairs of interacting ΗΦΟ groups than ΗΦΙ groups, of course the overall effect of the 
ΗΦΟ groups will be larger. However, given that the ΗΦΟ side chain consistency of 
proteins are about 30-50% of the total side chains, and remembering that each back
bone residue has two ΗΦΙ groups (the C=0 and NH of the amide group), it is unlikely 
that the overall combined effects of all ΗΦΟ groups will produce a dominant driving 
force for the folding process. This still leaves the possibility that in some specific, but 
probably rare proteins, the combined ΗΦΟ effect might be dominant in the protein 
folding process. To the best of my knowledge this has never been demonstrated con
clusively for any single protein. 

We therefore conclude that various ΗΦΟ effects and their importance to protein 
folding were overestimated. We believe that the various ΗΦΙ effects play a more 
important role in the driving forces for protein folding as well as for other biochemi
cal processes. 
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Chapter 26 

Molecular Dynamics Simulations of DNA and 
Protein—DNA Complexes Including Solvent 

Recent Progress 

D. L. Beveridge, K . J. McConnell, R. Nirmala, M.  A. Young, 
S. Vijayakumar, and G. Ravishanker 

Department of Chemistry and Program in Molecular Biophysics, 
Wesleyan University, Middletown, CT 06459 

The results of three new molecular dynamics (MD) trajectories for 
the d(CGCGAATTCGCG) double helix in water, including one of 1 
nanosecond (ns) duration, and an M D study of the λ repressor
-operator complex are described. The D N A simulations form the basis 
for a detailed analysis of the progress of the trajectory over time and 
the dynamics of axis bending. The results indicate that the ns 
dynamical trajectory progresses through a series of three substates of 
Β form DNA, with lifetimes of the order of hundreds of picoseconds 
(ps). Evidence for an incipient dynamical structure is presented. To 
validate the simulation, the calculated axis bending is compared with 
that observed in corresponding crystal structure data. The results 
indicate that, for this system at least, significant new dynamical 
behavior is introduced in the ns regime, that previously reported 
calculations at the ps level did not reveal. Simulation of the protein
-DNA complex and the independent components thereof have been 
carried out for 100-320 ps to date. Some preliminary results from the 
protein-DNA complex and indications of the extent of structural 
reorganization on complex formation are presented. 

Molecular Dynamics (MD) computer simulations have been used in a number of 
recent studies (1) to investigate the nature of DNA fine structure, axis bending and 
helical flexibility implicated in important protein-DNA interactions (2). We report 
herein progress in the development of an accurate theoretical model of the structure 
and motions of the DNA double helix in water in the unbound state, and in a 
complex with a regulatory protein. The systems under consideration are the 
oligonucleotide duplex of sequence d(CGCGAATTCGCG), which contains the 
target sequence for the restriction enzyme Eco RI endonuclease, and the λ repressor-
operator protein-DNA complex. The results are being compared in detail with 
experimental data from X-ray crystallography to validate the theoretical model. 

0097-6156/94/0568-0381S08.00/0 
© 1994 American Chemical Society 
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382 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

Previous studies from this laboratory have addressed various aspects of water 
structure around D N A (3), in particular the spine of hydration in the minor groove 
(4) and comparison with crystallographic ordered water sites (5). These studies 
suggest considerable localization of ordered water in the minor groove and a more 
disordered water in the major groove, and that both effects could contribute to the 
overall energetics of stabilization. It must be noted that the thermodynamics for the 
* spine of hydration* is not unequivocally established but there is increasing evidence 
suggesting a stabilizing role (5). Here, we consider the influence of solvation on the 
behavior of the structural dynamics of DNA and of protein-DNA complexes, 
including waters explicidy. 

M D on the d ( C G C G A A T T C G C G ) Duplex 

M D on D N A including solvent is computationally quite intensive, and trajectories 
published to date consider time scales of only a few hundred ps (6,7). In order to 
examine the sensitivity of results to trajectory length and choice of starting structure, 
we have recently performed a series of three simulations on the 
d(CGCGAATTCGCG) duplex, two for 500 ps and one extended to 1000 ps, or 1 ns 
(8). These simulations are based on the GROMOS86 force field (9), which has been 
setup for the simulation of biomolecules in aqueous environment (10), and the SPC 
model of water (21). The GROMOS force field has been extensively employed for 
simulation of proteins and D N A in this laboratory (6,12,13) and others (14-17). The 
SPC model of water is a non-polarizable effective pair potential for liquid water and 
is similar to other widely used models such as SPC/E (18), F3C (19), TIPS (20,21) 

and its variants, in terms of geometrical and nonbonded properties (22). A l l of the 
above models are rigid with the exception of F3C, which is flexible. The water 
models vary in their ability to reproduce experimentally observed properties of 
water. The radial distribution function agrees well up to the first solvation shell for 
all of these models and up to the third (~ 7 Â) for SPC and F3C (22). Calculated 
diffusion constant (Â2/ps) for the SPC model (0.36) is comparable to that of TIP3P 
(0.40) but slightly higher than the experimental value (0.23) at 300 Κ (22). The 
dipole moment for the SPC model is 2.27 D, compared to 1.85 for the isolated 
molecule and the density at 300 K, and at 1 atmosphere pressure turns out to be 0.97 
g/cm3 compared to an experimental value of 0.995 at 305 Κ (18). Overall, it is 
apparent that the SPC model of water and the GROMOS force field provide a 
reasonable model for simulation of proteins, D N A and protein-DNA complexes. 

Using GROMOS unmodified, irreversible base pair opening events were 
observed. Such behavior was subsequendy noted in M D studies of D N A based on 
other force fields as well (23,24). Base pah* opening is observed experimentally in 
D N A via N M R spectroscopy (25). However, the experiments are carried out on the 
ms time scale and the results indicate the phenomena to be infrequent. This led us to 
suspect that the opening events seen in our previous M D are deficiencies in the 
potentials and not accurate theoretical descriptions of the phenomena. A subsequent 
simulation employed a harmonic restraint function with GROMOS86 to assure that 
Watson-Crick base pairing was maintained intact. The results were found to be 
consistent with available experimental data within reasonable limits of expectation, 
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26. BEVERIDGE ET A L Molecular Dynamics Simulations of DNA 383 

both in comparisons with crystal structure data (6), and with 2D-N0ESY build up 
curves obtained from NMR spectroscopy (26,27). 

Subsequent studies of hydrogen bond interaction energies in Watson-Crick 
base pairs revealed that GROMOS underestimates the magnitude of these 
interactions. A hydrogen bond potential in the form proposed by Tung et al. (28) 
was then added to our implementation of the GROMOS force field. The resulting 
base pair interaction energies compared closely with corresponding experimental 
data and corresponding ab initio quantum mechanical calculations(Gould, I.; 
Kollman, P., submitted). The simulations described herein are based on the 
GROMOS force field with this modification. Unlike the hydrogen bonds, no 
additional potential has been applied for stacking interactions. The current studies 
also utilize a longer range switching function, which feathers the truncation of 
potentials over the length scale from 7.5 to 11.5 Â, which eliminates the tendency of 
charged groups to cluster at the cutoff limit when potentials are truncated too 
abruptly, a behavior recently noted by Auffinger et al. (29). Further concerns about 
the accuracy of force field in ionic interactions and the convergence in the dynamical 
behavior of mobile counterions have led us to follow Tidor et al. (30) to treat the 
effect of counterions implicitly in this set of studies, using reduced charge of -0.24 
eu on the phosphate groups, consistent with Manning's theory of counterion 
condensation (31). 

Solvation is carried out by placing the solute in a box of a given shape and 
filling with water to obtain an overall density of 1 gm/cc. The shape of the box is 
chosen, that requires the least number of waters for solvation of a given thickness. 
The box is then divided into uniform grids and a water molecule is placed in each 
grid that has no solute atoms. The initial placement is relaxed by a Monte Carlo 
(MC) simulation employing the Metropolis algorithm, wherein the solute is held 
rigid and waters are allowed to equilibrate around the solute. The M C simulations 
are carried out until the total and solute-solvent interaction energies converge. The 
simulations on the dodecamer duplex D N A are carried out using free M D , 
surrounded by -3500 water molecules in a hexagonal prism elementary cell of 
constant volume, treated under periodic boundary conditions to model dilute 
aqueous solution. Velocities are re scaled when necessary (owing to conformational 
transitions) to produce an average kinetic energy corresponding to 300 K . 

The three new simulations on the d(CGCGAATTCGCG) duplex were 
performed under protocols identical except for starting structure and length. The 
starting configurations were a) the canonical B80 (32) fiber form of D N A (500 ps 
trajectory), b) the Drew-Dickerson (33) crystal form (500 ps trajectory) and c) the 
protein bound form observed in the complex of d(CGCGAATTCGCG) with the 
restriction enzyme Eco RI endonuclease (34) (1 ns trajectory). The canonical form 
is a regular Watson-Crick double helix with a straight axis. The crystal form shows 
axis bending at or near the interfaces of the CG and A T tracts, and the Eco RI form 
shows, in addition to deformations at nearly the same positions as in the 
uncomplexed form, an extreme kink in the middle region of the structure at the A6 
and T7 steps. The simulations were performed using the program W E S D Y N (35) 
and analyzed by means of various utilities available in M D Toolchest (36). A l l three 
simulations were found to converge to essentially similar M D behavior, indicating 
the results, at least for this system, are not sensitive to the choice of starting 

D
ow

nl
oa

de
d 

by
 S

T
A

N
FO

R
D

 U
N

IV
 G

R
E

E
N

 L
IB

R
 o

n 
O

ct
ob

er
 1

7,
 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e:
 S

ep
te

m
be

r 
29

, 1
99

4 
| d

oi
: 1

0.
10

21
/b

k-
19

94
-0

56
8.

ch
02

6

In Structure and Reactivity in Aqueous Solution; Cramer, C., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1994. 



384 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

structure. The extreme kink in the Eco RI dodecamer was found to relax within the 
first 20 ps of M D , indicating the protein-bound form to be a strained conformation 
rather than a metastable intermediate. This results support those of a current study 
by Rosenberg and coworkers (37) based on the A M B E R force field. 

The M D based on the Eco RI form was extended to 1 ns, and forms the 
basis for this more detailed analysis. The stability and convergence behavior of the 
simulation was monitored by one-dimensional (ID) and two-dimensional (2D) root 
mean square deviation (RMS) maps. The latter is especially informative, since the 
extent of similarity among all structures in the trajectory is depicted graphically 
(Figure 1). Essentially, the 2-D RMS provides a measure of the deviation of every 
structure in the trajectory with respect to all others. Thus, a square matrix of RMS 
values are generated wherein the upper and bottom halves are symmetrical and, 
therefore, only one half of the matrix is presented. The diagonal elements represent 
deviation of a structure with respect to itself and consequently have an RMS value of 
zero. The off-diagonal elements provide a measure of the similarity of any two 
structures from different time points in the trajectory and their gray scaling reflects 
the extent to which they are similar. The results indicate that after an initial 
equilibration period, the M D structure resides for -300 ps in a form -4.5Â RMS 
from canonical Β form DNA. The dynamical structure then makes a distinct 
transition to a new form, still in the Β family but somewhat more distant (-7.5À 
RMS) from the canonical form, where it remains for 180 ps. A rapid (-1.5 ps) 
reversible base pair opening event occurs in this structure at the T7 step, concomitant 
with displacements in hélicoïdal roll and twist. Then the dynamical structure transits 
to a third form, where it resides at the termination of the run. The third form, as 
evidenced by a cross peak in the 2-D RMS map, bears a strong resemblance to the 
first, indicating that the M D results appear to describe an incipient dynamical 
equilibrium among putative dynamical substates of the Β family. The lifetime for a 
given structural form of DNA suggests that a minimal trajectory length of at least 
200-300 ps would be necessary in order to fully relax the D N A in solution, given our 
methods and protocol. 

Validation of the M D results was pursued by a comparison of calculated and 
observed helix bending characteristics. To analyze axis bending in a given structure, 
the magnitude β and angular direction of bending α are computed from deviations in 
the hélicoïdal parameters roll and tilt. The values of β and α for a given step can be 
projected onto a polar plot or "bending dial", seen in perspective at the bottom of 
Figure 2a. The detailed analysis of multiple sequences can be carried out by 
superimposing results from individual structures on a single bending dial for each 
base pair step in a DNA sequence. The use of bending dials to analyze D N A crystal 
structures and MD simulations has been described previously by Young et al. (38). 

The bending dials for 20 reports of d(CGCGAATTCGCG) duplex structures 
in the Nucleic Acids Data Bank (39) are shown in comparison with the M D results 
in Figure 2b. The results show graphically that bending towards the minor groove 
occurs at the G2-C3 step, followed in the succeeding step C3-G4 by a bend towards 
the major groove. The origin of the bending in the hélicoïdal parameters is inter-base 
pair roll. A similar effect is seen in the other flanking sequence; these are the upper 
and lower roll points identified by Dickerson and coworkers (40). The axis 
deformations from the 1 ns M D trajectory are shown in Figure 2c, and indicate that 
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26. BEVERIDGE ET AL. Molecular Dynamics Simulations of DNA 385 

Figure 1. ID RMS map (top) and 2D RMS map (center) for base pairs in the 1 
ns M D simulation of the d(CGCGAATTCGCG) duplex. Shaded areas in the 2D 
RMS map indicate regions of RMS deviation < 2 Â. The diagonal elements 
represent the RMS deviation of a given structure with respect to itself (at each 
time point) and the off-diagonal elements represent similarity of structures from 
different time points in the trajectory, the gray scale reflecting the extent of the 
RMS deviation between them. Average M D structures for each of three putative 
substates are shown at bottom. 
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386 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

(b) (c) 

Figure 2. Bending dials analysis [Young, 1994 #762] of the crystal structures of 
the d(CGCGAATTCGCG) duplex resident in the NDB[Berman, 1992 #745], 
compared with corresponding results from a 1 ns M D simulation[Ravishanker, 
1994 #809]. a) Definition of bending dial (seen in perspective view at bottom) 
in terms of base pair roll and twist; b) Bending dials analysis for 20 crystal 
structures, and c) Bending dials analysis for the M D structures. Each ring 
represents a 5° increment in axis deflection. To make trends in the analysis more 
discernible, crystal structure dials extend to 25°, while M D dials extend to 45°. 
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the natural roll points are found at G2-C3 steps and the C9-G10 steps. The 
deformation in each case is a bend towards the major groove. The adjoining step 
does not distinctly show the corresponding roll into the minor groove as observed 
crystallographically, a discrepancy between the calculated and observed results. The 
effect of crystal packing, which can be significant in D N A oligonucleotides (41-43), 
is not considered in the calculations. Thus roll bends corresponding to experiment 
are found in the M D at the agreement level indicated, and not unreasonable 
considering the calculated results are for an aqueous solution model. The interesting 
question of the role of crystal packing effects on axis bending will the subject of a 
forthcoming paper in which we describe an M D performed on the crystallographic 
unit cell. Analysis of the water structure in this system will also be the subject of a 
subsequent paper. 

We find that M D models of D N A are increasing in their accuracy and utility 
in investigating the fundamental nature of D N A structure and motions. Detailed 
analysis of the progress of the simulations reveals that the trajectories progress 
through a series of substates with lifetimes of several hundred ps, and provides 
evidence for the presence of an incipient dynamic equilibrium among substates on 
the ns time scale. The stability of the M D calculations over such a long duration 
suggest our model of D N A is reasonable and is encouraging to note the feasibility of 
studying dynamical processes occurring in the ns regime. It is likely that further 
detail will emerge as M D simulations are extended to successive decades of time and 
new motional regimes are encountered. 

M D Simulation Studies of the λ Repressor-Operator Complex 

The preceding series of M D simulations on D N A as well as several previously 
published M D simulations on proteins (12,14) demonstrate that M D models based 
on the GROMOS force field are reasonably accurate when applied to these systems 
independently. A logical next step is to apply these models for studying the intricate 
interactions involved in the formation of a protein-DNA complex. Protein-DNA 
complexes present an additional level of complexity to M D simulation methods, 
since the intermolecular interactions are likely to be governed by a highly subtle 
balance of forces. We seek to evaluate the accuracy with which calculations on 
interacting macromolecules can be carried out, using the λ repressor-operator 
complex as a prototype case. 

A number of characteristic structural elements have now been recognized in 
proteins interacting with D N A , including the helix-turn-helix (HTH) motif, zinc 
fingers and leucine zippers (44). The modus operandi of binding motifs involving 
recognition and regulation of genetic biochemical processes have been found to vary 
from one complex to another (2). Further, regions of protein structure that are 
contiguous to the above motifs, some dynamically labile, have been found to 
contribute significantly to the binding. There is no clear indication of the structural 
changes, particularly in the DNA, that occur on complex formation. Collective 
efforts in the fields of molecular biology, biochemistry and molecular biophysics are 
now directed towards determining the relationship between the structural details of 
protein-DNA complexes and the origin of the remarkable specificity of their 
interactions. 
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Understanding the specificity of a regulatory protein to it's various cognate 
operator sequences involves interpretive knowledge of the relative contributions of 
all significant factors to the free energy of binding relative to each other and to 
random sequence DNA. Genetic and chemical protection experiments at the 
molecular level and crystallography at or near the atomic level provide a knowledge 
of the direct interactions involved, but not the energetics (beyond the idea that if a 
structure occurs, it must have a favorable free energy). Direct measurement of free 
energy via equilibrium binding studies provides information on the energetics, but 
unequivocally linking the energetics to structure is difficult, especially when subtle 
non-local changes are involved. Theoretical methods can, in principle, provide the 
link between structure and energetics. In addition, the dynamical aspects of protein-
D N A complexes, not accessible to experiment, can be explored via M D studies, 
forming a basis for interpretation of experimental results. However, M D simulations 
are still limited by assumptions inherent in the underlying molecular force field, the 
sensitivity of results to simulation protocols and truncation of potentials, and the 
limited time frame that can be reasonably simulated on systems of this size. Detailed 
study of a prototype system is necessary to determine the capabilities and limitations 
of M D applied to protein-DNA interactions. 

We describe herein separate M D studies of the repressor protein from the 
bacteriophage λ, its cognate duplex D N A OL1, of sequence 
d(TATCACCGCCAGTGGTA), and the repressor-operator complex. This system is 
of historic interest in the elucidation of the 'genetic switch' from lysogenic to lytic 
phases of the phage (45) and has been studied extensively from diverse points of 
view. The availability of crystal structures of the complex (46,47) and that of the 
unbound protein (48) makes this system ideally suited for inquiring into the overall 
accuracy and utility of M D simulation applied to a regulatory protein-DNA 
complex. A l l three simulations were carried out with water included explicitly. For 
the simulation of the free DNA and the complex an hexagonal prism cell was 
employed and the simulation of the protein employed a simple cubic cell. Simulation 
of the free D N A , free protein and the complex required 4411, 6576 and 7133 waters, 
respectively, which provided at least 9.0 Â solvation in all systems. The effect of 
counterions was introduced via the use of a reduced charge of -0.24 on phosphates 
fully exposed to solvent. Sequestered phosphates are set to -1.0, and partially 
exposed phosphates have their charges scaled proportional to their solvent 
accessibility. A l l other protocols were similar to that of the preceding three 
simulations on the dodecamer duplex DNA. The results are analyzed with respect to 
the intrinsic stability of the model system, the dynamical structure of the 
protein-DNA interface, adaptive changes in structure on complex formation, and 
solvent effects. 

The initial structure for the protein, DNA, and the complex are taken from 
crystal structure data (46,47). We consider our M D results from this study thus far to 
be quite preliminary, especially in the light of the results presented in the previous 
section of this article. A combined 2-D RMS plot comparing the calculated 
dynamical structure of the uncomplexed protein and that of the protein in the 
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Figure 3. 2D RMS map comparing structures from the M D trajectory of the 
free and complexed protein, in solution. Both axes represent structures from the 
M D trajectory at 1.0 ps intervals and averaged over 5.0 ps blocks. Simulation of 
the free protein in solution was carried out for 230 ps and that of the complex 
for 100 ps. Cross peaks indicate similarity between two structures either from a 
given trajectory or between the two trajectories and the shading reflects the 
extent of similarity (RMS deviation over backbone atoms). For each simulation, 
the starting structure and four snapshots from the M D trajectory, at equally 
spaced intervals, are overlaid to indicate the dynamical flexibility. The gray 
scaling varies from light to dark as the simulation progresses. 
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complex is shown in Figure 3. An α carbon overlay of five snapshots from each 
trajectory indicate the dynamic range covered by the M D . Although the overall 
structure of the proteins in the two simulations are similar, the absence of RMS cross 
peaks within 3.0 Â indicate the structures are diverging, as the simulation 
progresses. The M D structures of the uncomplexed protein also indicate that the 
C-terminal helices, located at the protein dimer interface in the complex, are 
substantially destabilized. This result is consistent with the experimental observation 
that the free repressor does not form dimers in solution (48). Despite the unwinding 
of the C-terminal helices, the calculated % helicity for the uncomplexed protein is in 
good agreement with experimental measurements (49). Also, both the N-terminal 
arms of the dimer show significant changes with respect to the crystal conformation 
and appear to flop back on the protein. In the simulation of the complex, the dimer 
interface is more stable than in the uncomplexed protein, and the structural 
rearrangement of the arms remain localized within the major groove area. 

A comparison of structures from the trajectory of the uncomplexed D N A and 
that of the D N A in complex with the protein is presented in Figure 4. The simulation 
on the uncomplexed D N A was carried out to a trajectory length of 320 ps and the 
simulation of the protein-DNA complex to about 100 ps at the time of this writing. 
The isolated DNA remains within the Β family of structures, although there appears 
to be some slight fraying at the ends. In general, a slight expansion of the major 
groove and a compression of the minor groove at all base steps is evident, except for 
a three base pair region in the middle segment of the DNA. The overall dynamics of 
the complex is shown in Figure 5. The calculations indicate the complex to be stable 
up to this point. The dynamical structure features a compression of the major 
groove, beginning at both ends of the DNA, and an expansion in the base steps 
between the two D N A binding pockets. In the minor groove, there is an expansion in 
the protein binding regions and at the ends. We now plan to extend each of these 
simulations as far as is necessary to characterize the dynamical stability, and then 
analyze the dynamical structures and the molecular motions in detail. 

Summary and Conclusion 

We have reviewed herein M D simulations on D N A oligonucleotides and a protein-
D N A complex recently performed in this laboratory. M D simulation is a potentially 
powerful approach to the study of problems in this area, since full details of the 
molecular motions are obtained at a level inaccessible to any other method, 
theoretical or experimental. However, due to the empirical nature of the underlying 
molecular force field, the methods require extensive independent validations before 
the results obtained can be considered reliable and accurate. The results to date are 
encouraging but suggest a significantly new dynamical behavior in the ns regime. 
This may be a consequence of the particular flexibility of the D N A double helix, but 
more likely due to relaxation processes occurring over a longer time scale. Further 
investigations are clearly necessary to delineate the capabilities and limitations of 
M D methodology applied to this class of problems. 
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Figure 4. 2D RMS map comparing structures from the M D trajectory of the 
free and complexed DNA, in solution. Simulation of the uncomplexed D N A 
was carried out for 320 ps. See legend of Figure 3 for additional details. 
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Figure 5. Overlay of the stick figure of the D N A and α-carbon drawing of the 
protein from the simulation of the complex. The crystal structure and four 
snapshots from the M D trajectory, taken at equally spaced intervals, are shown. 
The gray scaling varies from light to dark as the simulation progresses. 
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Chapter 27 

Interaction of a Model Peptide 
with a Water—Bilayer System 

A. Pohorille and M. A. Wilson 

Department of Pharmaceutical Chemistry, University of California, San 
Francisco, C A 94143 

We discuss a molecular dynamics study of the alanine dipeptide at 
the interface between water and a glycerol-1-monooleate (GMO) 
bilayer. The dipeptide is interfacially active and incorporates into 
the bilayer without disrupting its structure. The interfacial region 
that is readily penetrated by the dipeptide spans the entire head 
group portion of the bilayer. The polar groups of the alanine dipep
tide mostly remain well solvated by water and the oxygen atoms 
of G M O , and conformations of the dipeptide are characterized by 
(φ,ψ) angles typical of α-helix and β-sheet structures. When the 
molecule is deeper in the bilayer, the C7eq state also becomes sta
ble. The barrier to the isomerization reaction at the interface is 
lower than in bulk phases. After 7 ns of trajectories, the system 
is not fully equilibrated, due to slow collective motions involving 
G M O head groups. These result in decreased mobility and lower 
rates of isomerization of the dipeptide at the interface. 

Peptides with affinity for membrane surfaces exhibit a broad range of cellular 
activities. They are hormones, antibiotics, toxins, and fusogenic and signal pep
tides (1'S). Their biological functions are determined by their secondary struc
ture at the membrane surface. This secondary structure is often different at the 
membrane-water surface than in aqueous solution. Recent studies of the confor
mational changes induced by the membrane surface in synthetic, model molecules 
revealed two remarkable features of peptide-membrane interactions. First, short 
peptides, which are disordered in water, can acquire secondary structure at the 
water-membrane interface. Second, polarities rather than the specific identi
ties of residues determine the secondary structure of the peptide at membrane 
surfaces. Peptides with alternating polar/nonpolar residues form ^-sheets (4,5), 
while α-helices have polar and nonpolar amino acids arranged so that they match 
the period of this structure (5-7). This indicates that the amphiphilic nature of 

0097-6156/94/0568-0395S08.00/0 
© 1994 American Chemical Society 
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396 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

the water-membrane interface, where polar and nonpolar phases exist in direct 
proximity, affects the conformational preferences of peptides. 

Since experimental methods for studying membrane-bound peptides suffer 
from several difficulties, such as limited residence times of these peptides at the 
interface, poor water solubilities of some amino acid sequences, and inability 
to obtain crystal structures in most cases of interest, molecular-level computer 
simulations can potentially play a significant role in determining how peptides 
interact with water-membrane interfaces and how these interactions depend on 
amino acid sequence. Despite the obvious biological importance of these prob
lems, no such simulations have been reported so far, probably due to difficulties 
in proper treatment of highly anisotropic interfacial environments. However, re
cent progress in our understanding of the structure and properties of aqueous 
interfaces (#), and water-membrane systems in particular (9-14) render realistic 
simulations of small peptides at membrane surfaces possible. 

In this paper, we present results of molecular dynamics simulations of the 
alanine dipeptide, which is probably the simplest model peptide, at the interface 
between water and a lipid membrane formed by glycerol- 1-monooleate (GMO). 
This work builds on our previous studies of the water-GMO membrane sys
tem (14) and the alanine dipeptide at the water-hexane interface (15). While 
this peptide is obviously too short to form a secondary structure, it has been 
considered a good model for examining conformational preferences of the pro
tein backbone. Several computational studies have show that these preferences 
depend on the environment. The conformations of the alanine dipeptide cor
responding to the local energy minima in the gas phase (16,17) and in hexane 
(15) are stabilized by intramolecular hydrogen bonds. In water, the hydrogen 
bonds are destabilized by hydration effects and the most stable conformations 
are characterized by φ and φ angles typical of α-helices and /^-sheets (17-19). At 
the water-hexane interface both types of conformations are populated (15). 

Based on our results for the alanine dipeptide in the water-hexane system, 
we expect that this molecule exhibits interfacial activity at the water-membrane 
interface. One of our objectives is to determine how this complex interface in
fluences the conformational preferences of the dipeptide backbone. Further, we 
want to obtain a microscopic description of the environment surrounding the 
dipeptide and its orientational preferences at the interface. Finally we would 
like to gain information about the relative time scales of processes affecting the 
peptide, such as diffusion and conformational transition of the solute, and relax
ation of the solvent. These issues are addressed in the Results and Discussion 
section which follows the description of the system and the methods used. 

Method 

The system under study consisted of two alanine dipeptide molecules, 72 G M O 
molecules, and 2274 water molecules in the simulation box of 36.94 Â χ 36.94 Â 
x 150 Â. The chemical structures of the dipeptide and the G M O molecule with 
the numbering system used in the text are shown in Figure l a . The head group 
of G M O contains atoms 18-27; the rest of the molecule constitutes the hydro
carbon tail (atoms 1-17). The G M O molecules were arranged as a planar bilayer 
perpendicular to the ^-direction of the simulation box. The xy-dimensions of the 
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27. POHORILLE & WILSON Model Peptide and Water-Bilayer System 397 

system were set to reproduce the experimental surface density of molecules in 
the bilayer (20). The membrane was located between two water lamellae, each 
containing 1137 water molecules, as is schematically represented in Figure l b . 

The arrangement of the system was the same as that used in our molecular 
dynamics simulations of the water-GMO bilayer (14)- In those calculations, it 
was found that the width of the membrane, measured as the distance between 
peaks in the density of the head-group atoms on both sides of the bilayer, is 30 Â. 
This density decreased to 10% of its maximum value at ±19.8 Â from the middle 
of the bilayer. The width of each water lamella was 26 Â, which correspond to 
approximately 8 layers of water. On the bilayer side, the water density decreased 
to 90% and 50% of the value in bulk liquid at ±19.0 and ±16.5 Â, respectively. 

(a) 
Glycerol-1 -monooleate 

19 23 
Ο ? H 

CH3(CH2)7CH=CH(CH2)7(^OCH2CHÇH2 

6 11 26H 

O CH3 H H 
ι \ κ ι 

C C Ν 

cm M Φ Ψ ç CH3 
1 I ] 19 

H O 
16 

Alanine Dipeptide 
Figure 1. (a) Chemical structures of G M O and the alanine dipeptide. The 
dipeptide angles φ and φ are marked; (b) Schematic of the water-bilayer 
system. The alanine dipeptide molecules are shown in the interfacial region. 

These results guided our choice for the initial locations of the two alanine 
dipeptide molecules in the system. They were placed in aqueous solution close to 
the interface with the bilayer, such that their a carbon atoms (C(9)) were at ζ = 
± 24 Â from the middle of the bilayer. The locations of the dipeptide molecules 
in the system is schematically depicted in Figure l b . Three initial configurations 
were constructed by placing the alanine dipeptides in configurations of the water-
bilayer system drawn from the equilibrium distribution obtained in our previous 
work (14) and removing any water molecules which overlapped the solutes. The 
x, y-coordinates of C(9) and the molecular orientation of the peptide were chosen 
at random. The initial conformations of the alanine dipeptide corresponded to 
the energy minima found for this molecule at the water-hexane interface (15)— 
aR (-60,-40), β (-60,150), C 5 (-160,150) and C7eq (-60,60), where the φ and 
φ angles for each conformation are given in parentheses. Other conformations 
which are also stable at the water-hexane interface, but are separated from this 
set of conformations by fairly high barriers, such as ai (60,60) and C-jax (60,-60), 
were not considered in this work. 
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398 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

Potential Energy Functions. The potential energy functions for G M O and 
water molecules were the same as those used for the water-bilayer system (14)-
Water molecules were described by the TIP4P model (21). In the G M O molecule, 
all CH„ groups were represented as united atoms, whereby the hydrogen atoms 
were not explicitly considered and the carbon atom was assigned the mass of 
the whole group. A l l bond lengths and bond angles were kept rigid. In this 
approximation, the potential energy was expressed as a sum of torsional poten
tials of G M O molecules, van der Waals energies between atoms (or groups) and 
Coulomb energies between partial charges on water molecules and G M O head 
groups. The details of the potential energy functions, the atomic partial charges 
and the van der Waals and torsional parameters were given previously (14)· 

The alanine dipeptide was represented by a flexible model with full atomic 
detail. The potential energy function contained contributions from bond stretch
ing and bending of planar angles in addition to torsional, van der Waals and 
Coulomb terms. This potential has been described in our study of the dipeptide 
at the water-hexane interface (15). The relative free energies of stable conforma
tions of the alanine dipeptide in the gas phase and in water, calculated in that 
work, are in close agreement with the free energies recently obtained by Tobias 
and Brooks (17). The dipeptide-water and dipeptide-GMO potential energy 
functions were evaluated from the Lorentz-Bertholet combination rules (22). 

Molecular Dynamics. Three molecular dynamics trajectories, each 1 ns long, 
were generated, starting from the configurations described above. Assuming that 
interactions between the solute molecules across the bilayer can be neglected, six 
independent trajectories for the alanine dipeptide were obtained. 

The equations of motion were integrated using the Verlet algorithm with a 
time step of 2.5 fs. The temperature of the system was 300 K . Minimum image 
periodic boundary conditions were applied in all three dimensions. The bond 
lengths and planar angles of the G M O and water molecules were kept fixed by 
using the S H A K E algorithm (23). No constraints were applied to the degrees 
of freedom of the dipeptide. The intermolecular interactions were truncated 
smoothly between distances of 7.5 and 8.0 Â, as measured between centers of 
charge-neutral groups (14)-

Free Energy Calculations. The stable conformations of the alanine dipeptide 
in the φ range studied here, α^, β and Citq are characterized by approximately 
the same values of φ. Thus, the free energy profiles for transitions between these 
conformations can be described as a function of only φ. These profiles, Α(φ), 
were obtained from the probability distributions, Ρ(φ)<, of finding the molecule 
in a conformation with by angle φ: 

Α(φ) = -kTlnPty) (ΐ) 

where k is the Boltzmann constant and Τ is temperature. 
As described in the next section, a sufficient number of transitions was ob

served in some cases to permit a direct calculation of Ρ (φ) from the molecular 
dynamics trajectory (after equilibration). In other instances, additional molecu
lar dynamics calculations were needed in which φ was restricted to different, but 
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overlapping ranges. Four such additional trajectories, 0.35 ns long, were obtained 
in each instance. In these trajectories the angle φ remained unconstrained. To 
ensure uniform sampling of each region and, therefore, improve statistical preci
sion of the resulting Ρ(φ) an additional external potential ϋ€Χ%(φ) was sometimes 
added. Then, Α(φ) in a given range of φ is obtained as: 

Α(φ) = -kTlnPty) - ϋ€Χί(φ) (2) 

and the full free energy profile is constructed by requiring that Α(φ) be a con
tinuous function of φ (24). 

Resul ts and Discussion 

Interfacial A c t i v i t y of the Alan ine Dipep t ide . The time evolution of the 
positions of the six alanine dipeptide molecules along the direction perpendic
ular to the interface is shown in Figure 2a. These positions are defined as the 
absolute values of the z-coordinate of atom C(9) measured from the mid-plane 
of the bilayer. The dipeptide molecules move from water to the interface in the 
first 0.3-0.5 ns of the molecular dynamics trajectories. Each then explores a wide 
interfacial region occupied by G M O head groups and water molecules, which ex
tends approximately from |z|=10 Â to |z|=21 Â. There are, however, differences 
in the degree to which the molecules penetrate the head group portion of the 
bilayer. In particular, molecule 6 appears to be located, on average, deeper in 
the bilayer than other molecules. As will be shown further in the paper, this 
molecule behaves somewhat differently than molecules 1-5 and, therefore, will be 
discussed separately. A question may be raised whether molecule 6 has reached 
its equilibrium position or, alternatively, will continue to move deeper into the 
bilayer. This issue was resolved by performing an additional 1.3 ns of molec
ular dynamics trajectory for the system containing this molecule. No deeper 
penetration of the solute into the membrane was observed during this trajectory. 

In Figure 2b we present the free energy profile of the alanine dipeptide in the 
interfacial region estimated from the probability distribution along ζ averaged 
for molecules 1-5 and, separately, from the distribution for molecule 6. We note 
three important features of these results: First, the alanine dipeptide is interfa-
cially active. This conclusion is further supported by a series of short molecular 
dynamics trajectories in which the dipeptide was forced into the hydrocarbon 
core of the bilayer. When the external force was removed and some equilibration 
was performed, the dipeptide returned to the interface in less than 0.05 ns. A 
similar interfacial activity is exhibited by the dipeptide at the water-hexane in
terface (15). It was found that this molecule is stabilized at the interface, relative 
to aqueous and hexane solutions, by 5.5 and 10.0 kcal/mol, respectively. Thus, it 
appears that, in general, the alanine dipeptide binds to interfaces between water 
and nonpolar phases. 

Second, the interfacial region that is readily accessible to the dipeptide is 
remarkably broad. The averaged free energy for molecules 1-5 is almost constant 
in the range 13 < \z\ < 20 Â. The results for molecule 6 show that penetration 
into the bilayer by another 2 Â is also probable. This is different from the sit
uation at the water-hexane interface, where the free energy along ζ exhibits a 

D
ow

nl
oa

de
d 

by
 M

O
N

A
SH

 U
N

IV
 o

n 
O

ct
ob

er
 2

6,
 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e:
 S

ep
te

m
be

r 
29

, 1
99

4 
| d

oi
: 1

0.
10

21
/b

k-
19

94
-0

56
8.

ch
02

7

In Structure and Reactivity in Aqueous Solution; Cramer, C., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1994. 



400 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

much sharper minimum near the plane where the densities of water and hexane 
decrease to the half of their bulk values. The observed width of the free energy 
profile at the water-membrane interface does not appear to be unique to the 
alanine dipeptide. A very similar profile was found for the anesthetically active 
molecule, 1,1,2-trifluoroethane (25). These results suggest that small, neutral 
solutes active at interfaces between water and nonpolar media experience con
siderably greater freedom of movement at the water-membrane interface than at 
the water-oil interface. 

0 400 800 1200 10 15 20 25 

t [ps] Ζ [Â] 

F igure 2. (a) Trajectories of the dipeptide molecules perpendicular to the 
membrane surface. Run 6 is the solid line; (b) Free energy profiles j f the 
alanine dipeptide as a function of z, for runs 1-5 (dash-dotted line) and 
run 6 (solid line). The density profile of the G M O head groups (dotted 
lines) is shown as a reference. The center of the bilayer is located at ζ = 0. 

Third, we note that differences between the free energy profiles along ζ for 
molecules 1-5 and molecule 6, which did not disappear during the course of 
the simulations, probably indicate the existence of slow relaxation modes in the 
solvent which were not fully equilibrated. Other consequences of this effect and 
structural differences in the environment around molecules 1-5 and molecule 6 
will be discussed farther in the paper. 

Conformat ions of the Alan ine Dipept ide at the Membrane -wa te r In
terface. The trajectories of the six alanine dipeptide molecules yield somewhat 
different results regarding conformational equilibria and transitions. Molecules 1-
3 remained in their initial (after equilibration) aji or β conformations during 
the entire trajectory. In contrast, molecules 4-6 underwent isomerization. For 
molecules 5 and 6, several transition between different conformations were ob
served, so that it was possible to estimate the free energy profile for the isomer
ization reaction from the probability distribution of finding different values of φ 
during the trajectory. For molecules 3 and 4 this profile was obtained from a 
series of calculations in which φ was constrained in different ranges, as described 
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27. POHORILLE & WILSON Model Peptide and Water-BUayer System 401 

in the method section. The results are summarized in Table I and the four free 
energy profiles are shown in Figure 3. 

The observed differences between the trajectories indicate that the system 
does not fully equilibrate in the course of the simulations. Nevertheless, several 
conclusions can be drawn from the results. The conformations a# and which 
are stable in aqueous solution, are also stable at the water-membrane interface. 
The free energy difference between a R and β does not change significantly upon 
transferring the dipeptide from water to the interfacial region. At the interface, 
this difference ranges from 0.0 to 1.0 kcal/mol for molecules 3-5, compared to 
0.4 kcal/mol in the aqueous solution (15). The position of the free energy barrier 
separating the two stable conformations is also similar to that for the dipeptide 
in water. However, the height of the barrier at the interface is 1.6 kcal/mol 
(measured from the OLR state), only about half of that in aqueous solution. A 
statistically significant difference in the relative stabilities of the aR and β con
formations between molecule 3 and molecules 4 and 5 is a consequence of slowly 
relaxing modes in the system. This point is further underscored by the fact that 
molecule 6 exhibits a different free energy profile. This profile resembles that 
obtained previously for the alanine dipeptide at the water-hexane interface (15). 
In addition to the C*R and β conformations, Citq is also stable. This corresponds 
to a free energy minimum in hexane but not in water. The barriers are again 
markedly lower than those in bulk aqueous and hexane phases. 

Λ L I I I 1 I I I 111 I : 
-90 0 90 180 

Ψ 
Figure 3. Free energy profiles for aR ^ β isomerization at the membrane 
interface for molecules 3 (dashed line), 4 (dotted line), 5 (dash-dotted line) 
and 6 (solid line). 

The observed differences in the calculated free energy profiles raise an im
portant question whether an internal solute degree of freedom (angle φ) is a 
proper choice for the reaction coordinate. In general, such a choice is satisfac
tory when other degrees of freedom of the system, in particular those associated 
with the solvent, equilibrate rapidly, compared to the relaxation time of the re
action. Then, the reaction can be considered as proceeding along the reaction 

D
ow

nl
oa

de
d 

by
 M

O
N

A
SH

 U
N

IV
 o

n 
O

ct
ob

er
 2

6,
 2

01
2 

| h
ttp

://
pu

bs
.a

cs
.o

rg
 

 P
ub

lic
at

io
n 

D
at

e:
 S

ep
te

m
be

r 
29

, 1
99

4 
| d

oi
: 1

0.
10

21
/b

k-
19

94
-0

56
8.

ch
02

7

In Structure and Reactivity in Aqueous Solution; Cramer, C., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1994. 
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coordinate in the potential of mean force exerted by other degrees of freedom. 
However, if some of these degrees of freedom relax slowly the rate of the reaction 
depends on their specific values. This is apparently the case here and, therefore, 
the calculated free energy profiles depend not only on φ but also on some "hidden 
variable(s)" which describe the slow relaxation of the system and can facilitate 
or, alternatively, impede the isomerization reaction. Examples of such structural 
"variables" would be water molecules protruding unusually deep into the bilayer 
to hydrate the solute, or G M O molecules tightly bound to the dipeptide. Such 
a phenomenon was observed by Benjamin (26) in his study of the transfer of 
an ion from 1,2-dichloroethane to water. He found that the reaction proceeds 
readily only on fairly rare occasions when a chain of water molecules (a "wa
ter finger") develops between the aqueous phase and the ion. Despite extensive 
analysis, we were unable to identify any such specific interactions in the present 
case. This points to the participation of collective modes in the slow relaxation 
of the system. This conclusions is reinforced by the analysis of the solvation of 
the dipeptide, the structure of the membrane around this molecule, and dynamic 
properties of the system, presented below. 

Table I . Summary of the Results for Conformational Equilibria of the Ala
nine Dipeptides at the Water-Bilayer Interface 

1 2 3 
molecules: 

4 5 6 

conformations* aR β β <*κ,β ακ,β 
AA(aR-0)b d d -0.8 0 0 0.5 (-0.1)β 

Δ Α Ϊ c d d 1.7 1.6 1.6 1.2 

α conformations observed in the trajectories with no constraints on φ; 6 the 
free energy difference between a R and β conformations, in kcal/mol.; c acti
vation free energy for the a R =± β isomerization reaction; d not calculated; 
e the free energy difference between aR and Cieq in parenthesis. 

H y d r a t i o n of Alan ine Dipept ide at the Interface. Earlier studies of 
the alanine dipeptide in aqueous solution (17-19,27) stressed that the a R and 
β conformations are strongly stabilized by water relative to the conformations 
containing intramolecular hydrogen bonds. Since the same conformations are 
also stable at the water-bilayer interface, it raises a question to what extent the 
alanine dipeptide remains solvated at the surface of the membrane. To answer 
this question we compared the calculated radial distribution functions between 
oxygen atoms of water and oxygen atoms, methyl groups and nitrogen atoms 
of the dipeptide in aqueous solution and at the water-bilayer interface. The 
distribution functions for the water oxygen atoms and the oxygen atoms of the 
dipeptide are shown in Figure 4a. From the average of runs 1-5, it is clear 
that the peptide becomes partially dehydrated upon transfer from bulk water 
to the interface. Integration of the oxygen-oxygen radial distribution functions 
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to the first minimum yields hydration numbers of 2.2 and 1.6 for the alanine 
dipeptide in aqueous solution and at the water-bilayer interface, respectively. A 
similar pattern of dehydration is observed for the methyl groups (Figure 4b) and 
nitrogen atoms (not shown). 

0C 

ο 

3 5 7 3 

R [A] R [Â] 
F igure 4. (a) Radial distribution function between the water oxygen and 
the alanine dipeptide oxygen atoms in bulk water (solid line), averaged over 
molecules 1-5 (dash-dotted line), and for molecule 6 (dotted line); (b) the 
same as in (a), but for the water oxygen atoms with the dipeptide methyl 
carbon atoms. 

At the interface the alanine dipeptide is surrounded not only by oxygen 
atoms from water but also from the G M O head groups. Integration of the radial 
distribution function between oxygen atoms in the dipeptide and the head groups 
yields a solvation number of 0.4. This yields a total solvation number for the 
oxygen atoms in the dipeptide of 2.0, a value close to that in aqueous solution. 
Thus, the loss of hydration around the dipeptide at the interface is almost fully 
offset by its interactions with the oxygen atoms in G M O head groups. While 
some differences were observed in the degree to which the five molecules were 
hydrated, their total solvation numbers were almost identical, irrespective of the 
dipeptide conformation. 

The radial distribution functions for molecule 6 differ markedly from those 
for molecules 1-5. As can be seen from Figure 4, molecule 6 undergoes extensive 
dehydration. The hydration and total solvation numbers for oxygen atoms of 
this molecule are 0.9 and 1.3, respectively. 

These results provide a link between solvation of the alanine dipeptide at 
the interface and its conformational preferences. Molecules 1-5 remain in lo
cally polar environments, and their conformational preferences for the CXR and β 
structures are similar to those of the dipeptide in water. In contrast, molecule 6 
looses about 40% of its solvation. This degree of desolvation is similar to that at 
the water-hexane interface. As a consequence, the conformational preferences of 
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the dipeptide in these two cases are similar. In particular, a considerable pop
ulation of the Cîeg conformation is present in the absence of strong solvation. 
Desolvation of the polar oxygen atoms of molecule 6 destabilizes this molecule at 
the interface, However, this is accompanied by a compensating gain in stability 
resulting from the removal of methyl groups from water. 

Ar rangement of the Alan ine Dipept ide and the Neighbor ing G M O 
Molecules at the Interface. In this section we address two questions: (1) 
what is the orientation of the alanine dipeptide at the interface, and (2) how are 
the nearby head groups arranged to accommodate the solute? The orientational 
preferences of the dipeptide can be described by the probability distribution 
of finding different values of the angles between the normal to the interface and 
three vectors - the vector from C( l ) to C(19), pointing along the backbone of the 
molecule, and the carbonyl bond vectors C(5)-0(6) and C(15)-0(16), pointing 
approximately perpendicular to the backbone. 

The orientational distribution of the angle between C(l)-C(19) and the 
normal, shown in Figure 5a, is fairly broad. Even broader distributions are 
obtained for the other angles, indicating that the dipeptide exhibits considerable 
orientational freedom at the interface. Orientations in which the dipeptide lies 
parallel to the interface are preferred, because perpendicular arrangements would 
require dehydration of one of the oxygen atoms, destablizing these arrangements. 
Similar preferences were also observed at the water-hexane interface (15). 

Similar information about the arrangement of the alanine dipeptide at the 
water-bilayer interface is conveyed by the density profiles of oxygen atoms, nitro
gen atoms and methyl groups of this molecule in the direction perpendicular to 
the interface, shown in Figure 5b. As we can see, they do not differ dramatically 
from one another. One feature worth noting is that the hydrophobic methyl 
groups penetrate somewhat deeper into the nonpolar core of the bilayer than do 
the polar oxygen and nitrogen atoms. 

The fact that near the interface the dipeptide does not lie with its hydrophilic 
groups pointing toward water and its hydrophobic groups pointing toward the 
membrane can be understood by noting that this molecule is not amphiphilic. 
Although the dipeptide contains both polar and nonpolar groups, they cannot 
be segregated into different environments due to constraints imposed by the 
chemical structure of the molecule. Instead, a compromise is reached, whereby 
the nonpolar groups are partially removed from water while the polar groups 
retain most of their solvation shell. This can be accomplished in a relatively broad 
range of orientations. In contrast, it has been shown both experimentally (28) 
and computationally (29,80) that typical amphiphilic molecules, such as phenol 
and p-n-pentylphenol, become quite rigid at the water liquid-vapor interface, so 
that simultaneously the hydrocarbon part is excluded from the water and the 
polar alcohol group remains hydrated. 

When the dipeptide moves into the interfacial region, the G M O molecules 
must undergo some structural changes to accommodate it. Extensive analysis of 
the structure of the G M O molecules near the dipeptide reveals that these changes 
are very subtle. Most of the structural properties of the bilayer, including those 
of the hydrocarbon core, are not affected by the presence of the dipeptide. It 
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27. POHORILLE & WILSON Model Peptide and Water-BUayer System 405 

therefore appears that the dipeptide is able to slip into the head group region 
without causing any major structural perturbations to the bilayer. The transfer 
of the dipeptide into the interfacial region becomes possible through a series of 
small adjustments of the orientations and conformations of both the solute and 
the neighboring G M O molecules. It is possible that this is a generally preferred 
way in which the bilayer interface interacts with fairly small, neutral species, as 
large structural perturbations would tend to destablize the bilayer. However, this 
conclusion does not apply to ions, which induce large changes in the structure 
of the membrane and the interfacial water (25). 

0.10 

φ 0.05 h 

0 ζ [A] 
Figure 5. (a) Orientational probability distribution of the alanine dipeptide 
vectors C(l)-C(19) (solid line), and C = 0 (dash-dotted line), with respect 
to a vector normal to the bilayer surface pointing from the bilayer into 
the water phase; (b) Density profiles for the dipeptide methyl groups (solid 
line), oxygen atoms (dash-dotted line), and nitrogen atoms (dotted line) at 
the membrane interface. The center of the bilayer is located at ζ = 0, and 
the water lies to the right (z > 16). 

D y n a m i c s of the Alan ine Dipept ide at the Interface. The different 
results on the conformational equilibria of the alanine dipeptide obtained from 
different M D trajectories indicate that on nanosecond time scales the system is 
not in equilibrium with respect to slow solvent relaxation. On the other hand, 
the broad distributions of orientations and positions of the dipeptide along the 
z-direction of the bilayer suggest that some molecular motions are fairly well 
equilibrated on the same time scale. The existence of different types of motions 
in membranes which relax on different time scales has recently been discussed in 
the context of computer simulations of a dipalmitoylphosphatidylcholine bilayer 
(IS). In that study, it was suggested that reorientational dynamics of carbon 
atoms is fast, while lateral diffusion in the head group region is slow. 

Based on our results the following picture may be proposed: The alanine 
dipeptide is in a "cage" of several neighboring G M O molecules. It possesses 
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406 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

considerable orientational and positional freedom as long as its movement re
quires only reorientation or small structural adjustment of the neighboring G M O 
molecules. Any large motions which require reorganization of the local environ
ment would be impeded by the G M O "cage". The head group region should 
be especially rigid while the environment deeper in the bilayer might be more 
flexible. The dipeptide molecules which penetrate deeper into the bilayer would 
therefore exhibit more conformational freedom. Note, that the transition be
tween a R and β conformations is associated with a fairly substantial molecular 
rearrangement in which φ changes by about 180°. 

One measure of fast dynamics in the system is the average displacement 
correlation function of the dipeptide. This function is linear on the time scale of 
1-5 ps, allowing us to calculate the coefficient of self-diffusion from its slope. In 
the direction parallel to the bilayer, this coefficient equals 0.05 x 10~ 5 cm 2 sec - 1 . 
By comparison, the self-diffusion coefficients of the dipeptide in water, hexane 
and at the water-hexane interface are 0.085, 0.34, and 0.16 x 10~ 5 cm 2 sec _ 1 , 
respectively. Thus, self-diffusion of the alanine dipeptide in all those environ
ments is faster than that at the water-bilayer interface. It appears that solute 
diffusion at the membrane surface over longer time scales is even slower. This 
issue is currently being investigated and the results will be published separately. 

If the idea that conformational transitions in the alanine dipeptide cause 
substantial disruptions in the "cage" of the nearby G M O molecules is correct, 
then a decrease in the rate of isomerization due to solvent effects should be 
observed. In the transition state theory approximation, every trajectory which 
reaches the transition state leads to the formation of product. However, when 
the solvent reorganization lags behind the evolution of the solute along the re
action coordinate, solvent molecules tend to pull the solute back to the react ant 
state. A convenient way to analyze this effect in isomerization reactions is by 
calculating the reactive flux correlation function (SI). A conventional method 
for obtaining the reactive flux is to monitor a series of short trajectories initiated 
from the transition state. In the present case, this approach would require ad
ditional, extensive calculations. However, by taking advantage of fairly frequent 
conformational transitions in molecules 5 and 6, we have estimated the dynamic 
solvent effect from the existing trajectories. The trajectory was monitored for 
2 ps after it crossed the transition state. After several recrossings, the system 
stabilized in either the react ant or the product well. The observation resumed 
upon the next crossing of the transition state, etc. The exact length of a single 
observation had no effect on the results. 

A total of 167 transition events between the an and β (or C7eq) conforma
tions were observed, which approximately matches the predictions of transition 
state theory (82). Of these, 76 started in the a R state and 91 started in the β or 
Cîeg state. During each event, the system crossed the transition state 9 times on 
average. Only 29 events were reactive, i.e. led to the isomerization, yielding a 
transmission coefficient of 0.17. This value is markedly lower than that obtained 
in our study of the isomerization of 1,2-dichloroethane at the water-hexane inter
face (15). Thus, as expected, the solvent exerts dynamical effects on the alanine 
dipeptide and lowers the isomerization rate. 
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Conclusions 

The alanine dipeptide exhibits a free energy minimum at the water-membrane 
interface, even though it does not have well-defined hydrophobic and hydrophilic 
parts and, therefore, should not be considered as amphiphilic. Such interfacial 
activity appears to be a general feature of molecules which possess sufficient 
hydrophilicity and lipophilicity. The interface "as seen" by the dipeptide extends 
over a wide region in which the molecule can move without free energy cost. 
In contrast, the interfacial region in the water-hexane system is substantially 
narrower. This is probably due to the fact that in the water-membrane system 
the environment changes from polar to nonpolar progressively in the head group 
region while the water-hexane interface is quite sharp. 

Over most of the interfacial region the polar groups of the dipeptide remain 
well solvated by water molecules and the oxygen atoms of the G M O head groups. 
This probably determines that the OCR and β conformations, which are stable in 
aqueous solution, are also preferred at the water-membrane interface. Only when 
the dipeptide penetrates into the bilayer side of the head group region does partial 
desolvation occur and the C7eq conformation, stabilized by an intramolecular 
hydrogen bond, becomes significantly populated. A distinguishing effect of the 
interface is that the free energy barriers to isomerization are considerably reduced 
compared to those in bulk water and hexane phases. 

Accurate determination of conformational equilibria and barriers from mole
cular dynamics simulations appears to be quite difficult due to slowly relaxing 
motions in the system which impede equilibration. Their presence was supported 
by calculations of the dipeptide mobility and dynamic solvent effects on the 
isomerization reaction. The exact nature of these motions is not well understood 
but most likely they are associated with collective reorganization of membrane 
head groups. A better understanding of these slow relaxation phenomena is 
needed before proceeding to large-scale molecular simulations of longer peptides 
which exhibit secondary structure at the water-membrane interface. 
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Chapter 28 

A Molecular Model for an Electron-Transfer 
Reaction at the Water—1,2-Dichloroethane 

Interface 

Ilan Benjamin 

Department of Chemistry University of California, Santa 
Cruz, C A 95064 

The structure, energetics and dynamics involved in a model electron 
transfer reaction at the interface between water and 1,2-dichloroethane 
are investigated by molecular dynamics computer simulation. The 
molecular model provides information about the spatial localization of 
the redox pair and its orientation at the interface, which is generally 
missing from other treatments of the problem. Although each center is 
mainly solvated by one of the liquids, due to surface roughness, 
significant contributions from both liquids to the electrostatic potential 
fluctuations at each site are observed. The solvent free energy curves 
for the reaction are computed by an umbrella sampling procedure and 
are shown to be in very good agreement with the linear response 
approximation. Solvent relaxation following photochemically induced 
"vertical" electron transfer is shown to contain components from both 
liquids on different time scales. 

Electron transfer (ET) reactions at the interface between two immiscible electrolyte 
solutions (HIES) are of considerable interest in many diverse areas such as 
electrochemistry, hydrometallurgy and biophysics. Despite the importance of these 
reactions, our understanding of the basic molecular factors which control the 
thermodynamics and dynamics of ET at liquid/liquid interfaces is limited compared to 
the enormous progress that has been made in the study of ET reactions in bulk 
solution, at metal and semiconductor interfaces and in biomolecules. This situation is 
a result of the lack of experimental information about the structure and dynamics of 
the liquid-liquid interface on the relevant distance and time scales. Indeed, most of the 
experimental data about this system have been obtained using classical 
electrochemical techniques (1-5) which only indirectly probe processes at the 
interface, and which depend on relatively crude models for the extraction of the 
relevant kinetic information. 

0097-6156/94/0568-0409$08.00/0 
© 1994 American Chemical Society 
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410 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

This situation is beginning to change with the development and application of new 
experimental techniques which have the potential of directiy probing the interfacial 
region. Information about the roughness of the oil-water interface has been obtained 
by specular reflection of neutrons (6) and measurements of reorientation dynamics 
using fluorescence anisotropy decay have provided insight into the molecular nature 
of the roughness of water/alkane interfaces (7). The ability of optical second 
harmonic generation (SHG) to selectively study the orientation and adsorption of 
molecules at the water/CCl 4, water/decane (8) and water/1,2-dichloroethane (DCE) 
(9) interfaces has been demonstrated. Corn and coworkers have also used optical 
SHG to probe photoinduced electron transfer at the water/DCE interface (10,11). 
Nanometer-sized tip electrodes, which have been used to carry out electrochemical 
measurements at the solution-polymer interface (12) may have the potential to probe 
ET at ITIES. 

There have been very few theoretical treatments of electron transfer reactions at 
the liquid-liquid interface, and most of these were limited to a continuum model 
description of the liquids. Kharkats and Vol'kov (13) calculated the reorganization 
free energy for electron transfer at a continuum electrostatic model of a liquid-liquid 
interface. Kuznetsov and Kharkats (14) also used the continuum electrostatic model 
to calculate the reorganization free energy and work terms for different orientations of 
the redox couple at the interface. Marcus has presented an electrostatic model for the 
reorganization free energy at the liquid-liquid interface (15) and he has obtained an 
expression for the rate constant in the non-adiabatic limit for a reaction between a 
donor in one phase and an acceptor in another phase (16,17). 

The above treatments did not consider several important issues, some of which are 
impossible to address using a continuum solvent model: (i) A key issue is the 
applicability of the linear response approximation, which is at the heart of the 
reorganization free energy calculations; (ii) A knowledge of the interface structure is a 
fundamental requirement for any model of ET at the interface, because this structure 
determines the spatial location and distribution of the reactants; (iii) The dynamical 
response of the solvents at the interface may be of special importance for recent 
photochemically induced electron transfer experiments at the liquid-liquid interface 
(10) . Several theoretical and experimental studies have indicated that a continuum 
model and the linear response approximation may not be appropriate for a description 
of the solvent dynamical response in bulk solution (18-22). 

We have previously used a molecular model for an ET reaction at the interface 
between a model non-polar liquid and dipolar liquid and have considered the 
applicability of the linear response for the calculations of the solvent free energy (23) 
and the solvent dynamical response (Benjamin, I. Chem. Phys., in press.) In this 
paper, we use a recently developed realistic model for the interface between water and 
1,2-dichloroethane (DCE) (24) to examine the issues listed above for an electron 
transfer at this (experimentally popular) interface. In addition to the examination of 
the solvent free energy and the solvent dynamical response, we discuss the spatial 
localization of the reactants at the interface, a property for which experimental 
information is beginning to emerge (9). 
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28. BENJAMIN Molecular Model for Electron-Transfer Reaction 411 

The Neat Interface 

The system includes 108 D C E molecules and 343 water molecules in an elongated 
parallelepiped of cross section 21.7Â x 21.7Â parallel to the XY plane. The water 
potential energy surface is described using a flexible SPC model (25) including the 
intramolecular potential of Kuchitsu and Morino (26). The D C E intermolecular 
potential is modeled using four Lennard-Jones centers with point charges and 
parameters which are selected to give reasonable structural and thermodynamical 
properties of this liquid. The DCE model is also fully flexible, with harmonic bond 
stretch, angle bend and 3-term harmonic series for the Cl -C-C-Cl torsional mode. The 
interaction between the water and the DCE is calculated using the combination rule 
for mixtures (27). More details about the potential parameters and the preparation and 
equilibration of the system can be found elsewhere (24). 

The integration of the equations of motion is done using the velocity version of the 
Verlet leap-frog algorithm with a time step of 0.5 fs. Periodic boundary conditions in 
the X and Y directions produce, on average, a flat liquid-liquid interface perpendicular 
to the long axis of the box (Z direction). The properties of the neat interface have been 
described in detail (24). An important result of that study was the observation that the 
interface between the water and DCE is molecularly sharp, but it is quite rough due to 
constantly moving "fingers" of water and DCE. However, the long time average of the 
density of each liquid as a function of location along the interface normal is relatively 
smooth (especially for water), as can be seen from Figure 1. 

The Redox Couple at the Interface 

Interfacial electron transfer may occur at different molecular geometries relative to the 
interface. The electron may hop between two centers which are located on one side of 
the interface, as in the case of electron transfer in monolayers adsorbed on water 
surfaces (28). In many cases of experimental and technological interest, the two 
reactants are in different media. For example, the electron donor (D) may be in the 
organic phase and the electron acceptor (A) in the aqueous phase. The products of the 
charge separation reaction DA—»D +A~, (which may be initiated photochemically), 
can then be removed from the interface by an applied electric field or by having 
significantly different adsorption free energy at the interface. 

A similar situation is considered in this paper and is shown schematically in 
Figure 1. We model each redox site as a united atom with a point charge (which may 
be 1,-1 or zero). The combination rules are used to determine the interaction 
between each united atom and the two liquids. This interaction consists of a 
Lennard-Jones term, which is independent of the electronic state of the solute, and an 
electrostatic term. The Lennard-Jones parameters e s and σ 5 of the two centers are 
identical and selected to be 0.1 kcal/mol and 5Â - typical of a relatively large organic 
group. 

When the redox pair is in the uncharged state, the two redox centers are quite 
hydrophobic and tend to be expelled from the water phase into the DCE phase. 
However, each member of charged pair is hydrophilic, and tends to migrate into the 
bulk water phase. Since we are interested in the interfacial ET, we restrict the center 
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412 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

of mass of the pair to be inside a slab of fixed width centered at the interface 
("interface zone"). In addition, since the electronic coupling between the two 
electronic states is a rapidly varying function of the distance between them, we also 
fix the interatomic distance between the redox pair to be 6Â using a S H A K E 
algorithm (29). The redox pair is free to move and rotate inside the "interface zone". 
Figure 2 displays the probability distribution for the position of the pair's center of 
mass. The tendency of the D + A " pair to migrate into the water phase and the D A pair 
toward the organic phase is clearly evident Figure 2 also presents the probability 
distribution of the location of the fictional state D + v * A " l / \ which approximately 
corresponds to the charge distribution of the transition state for the ET reaction. The 
nearly flat line reflects a balance between the hydrophobicity of the large Lennard-
Jones center and the (mild) hydrophilicity due to the partial charges. Control of the 
adsorption/desorption tendency of the solute (or the free energy for adsorption) by 
means of changing charges and sizes has been recently explored experimentally at the 
water surface (30). 

Of particular importance is the orientation of the redox couple relative to the 
interface. If one assumes that the two liquids are separated by a sharp boundary, (as 
most continuum models do), then the two reactants can approach each other via a 
limited range of solid angles (15) (for the case in which the two reactants are each 
restricted to being in one of the two immiscible liquids). In the other extreme, if the 
interface is regarded as a narrow homogeneous mixture of the two liquids, then every 
angle of approach is possible. It is difficult (if not impossible) to decide between these 
two possibilities on the basis of direct experimental data, but resolution of this issue is 
of fundamental importance to the theoretical framework necessary for extracting rate 
information. Our molecular model, in general, is more in line with the picture of a 
flat, sharp interface. This is shown in Figure 3, which gives the orientational 
probability distribution for the redox couple relative to the interface normal. When 
two spheres of diameter σ are a distance R apart across the interface (R ^ σ), the 
maximum angle between the vector connecting the two spheres and the interface 
normal would be 0 m a x = cos~l(<s/R)t which in our case is Bmm = cos"1 (5/6) = 34°. 
Although a significant portion of the population is indeed below this angle (especially 
for the uncharged state), the larger angles of approach indicate that the reactants are 
able to approach each other over a wider angle due to the interface roughness. There is 
a significant barrier to complete rotation of the redox couple, as is evident in the small 
probability of angles above 90°. Also note that the observation of orientations larger 
than the maximum angle consistent with a sharp boundary is especially notable for the 
D + A ~ case. This suggests that surface roughness is more pronounced in the presence 
of ions. 

The modification in liquid structure due to the presence of the ions is a well known 
problem with continuum models in bulk liquid, and attempts have been made to 
account for this short-range effect by introducing a non-local dielectric response. We 
conclude this section by providing one example of the type of problem one can 
encounter with the use of a (local) dielectric response. Consider the electrostatic 
potential at the location of an ion (charge Q, diameter σ) immersed in liquid A 
(dielectric constant εΑ) due to the polarization induced by the field of this ion in liquid 
Β (dielectric constant ε#), which forms a sharp boundary with liquid A . It is given by 
the "image" term: 
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1.4 

Figure 1. Density profiles of water and 1,2-dichloroethane at the interface at 
300K. 

0.2 

0' • . . . • > • ι • ι 
-0.5 -0.3 -0.1 0.1 0.3 0.5 

z (A) 
Figure 2. Probability distribution of the position of the center of mass of the 
redox pair in states with different charge distributions. The dotted line represents 
the "transition state" with the ΌΙΑΑ~ΙΛ charge distribution. 

0.5 

0 30 60 90 120 

Figure 3. Probability distribution of the angle θ between the redox pair's "bond" 
and the normal to the interface for the charged and neutral pairs and for the 
ΌΙΛΑ"ίΛ pair (dotted line). 
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2εΑ(εΑ+εΒ)ά 

where d is the distance from the center of the ion to the interface (31). For the 
geometries that are relevant to ET reactions where die electronic coupling is an 
exponential function of the distance between the ions, we may assume that the ion 
touches the interface, and thus d = ιΔα. The potential that is used in calculating the 
Born free energy also includes the potential due to the polarization produced by the 
ion in liquid A (which is 2Q/(EAG) and will be referred to below as the "self term"), as 
well as the potential due to the other ion. We note that for the ion in the water phase 
(next to DCE), the image term is a factor of about 2.6 smaller than the "self term" 
(using ε = 80 for water and ε = 10 for DCE, which are the values obtained from the 
molecular model described previously). 

The electrostatic potentials (due to the solvents only) at the location of each of the 
two ions determined from the molecular dynamics simulation are given in Table I. 
They are calculated by dividing the ensemble average of the electrostatic potential 
energy by the charge of the ion (which could be ± 1 and ± Vi), or by using a test 
charge which is not included in the Hamiltonian in the case of the neutral pair. 

Table I. Solvent Contributions to the Electric Potential at the Redox Sites 

Site DCE potential (Volts) H 2 0 potential (Volts) 
D +0.11 -O.08 
A +0.08 -0.23 

D * -0.64 -0.69 
Α-ίΛ +0.39 +1.38 

D + -1.14 -1.46 
A~ +0.40 +3.69 

The electrostatic potential produced by the water at the location of the anion A " is 
a factor of 9 larger than the potential produced by the DCE. One obvious reason for 
this deviation from the 2.6 factor given by the electrostatic model is the strong, short-
range hydrogen bonding interactions between the water and the ion. (Selecting a 
larger radius for the ion in the water phase would make only a small difference in 
these numbers). When the charge on the ion is reduced by a factor of 2, the water 
contribution to the electrostatic potential goes down by almost a factor of 3, whereas 
the D C E contribution is unchanged. The continuum model predicts both contributions 
to scale linearly with the charge. Thus, because of error cancellation, the total (water + 
DCE) electrostatic potential at the location of the anion approximately scales linearly 
with Q. 
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A different picture emerges for the cation (which is located in the D C E phase). 
The electrostatic potential at the location of the cation D + produced by the DCE is 
almost identical to the potential produced by the water. This discrepancy with the 
continuum model can again be traced to the short-range specific interactions of the 
water. When the water is specifically oriented to solvate the anion, with the hydrogen 
pointing toward it, the oxygen may be able to partially stabilize the nearby cation. In 
addition, due to surface roughness, water molecules may be able to approach the 
cation and favorably interact with i t Further support for this is provided by the fact 
that the DCE potential at the location of the cation (-1.14V) is much smaller than the 
potential when the cation is in the bulk of D C E (-2.78V - which is obtained from an 
independent simulation of the cation in bulk DCE). 

A detailed examination of the scaling of solvent electrostatic potentials and free 
energies with solute charge for a single ion in bulk polar solvents has been presented 
by Fonseca, Ladanyi and Hynes using the RHNC integral equation approach (32). 
These authors have shown that the deviation from linear behavior can be understood 
in terms of cooperative contributions of the solvent dipole and quadrupole. 

We finally note that the difference between the electrostatic potential at the two 
sites, (which gives the total potential energy of the two ions), scales linearly with the 
charge on the redox pair even better than when the potential on one site is considered 
(6.69V for D + A " compared with 3.1V for the D ^ A " * , a factor of 2.15). We will 
return to this point below. 

Solvent Free Energy for the Electron Transfer Reaction 

In this section, we present the calculations of the diabatic free energies for the model 
electron transfer at the liquid-liquid interface, and we compare the results with a 
dielectric continuum model described by Marcus (15). The actual calculation of the 
rate constant for a given reaction depends on a knowledge of the electronic coupling 
between the initial and final electronic states. This rate has been estimated by Marcus 
for the one reaction for which experimental data are available (3). 

In a discussion of the solvent free energy which governs the electron transfer 
kinetics, it is useful to define a solvent coordinate by 

where VD*A~ is the potential energy of the system when the redox couple is charged, 
and VDA is the potential energy of the system for the same solvent configuration (r) 
when the redox couple is uncharged (22,23,33-37). The equilibrium average of AE is 
large and negative when the system is in the D + A " state, and near zero when it is in 
the D A state. The fluctuations in AE determine the probability for the two potential 
energies of the two electronic states to intersect and thus give rise to an electron 
transfer (Condon approximation). The fluctuations in AE when the system is in one of 
the two states are quantified by the corresponding free energies: 

A£(r) = V V A - - V D A , (2) 
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GDA(x) = <δ(Δ£ (r) - jc)>D Ak (4) 

where β = (kT)~l and <>D+A> <—>DA are the ensemble averages in the states D + ^ ~ 
and D A , respectively. The intersection between G D + A ~ and G D A determines the 
activation free energy for the ET reaction. This intersection usually occurs at values of 
the reaction coordinate χ which correspond to a very rare equilibrium fluctuation in 
ΔΕ, and thus they cannot be calculated direcdy from equations 3 and 4. To obtain 
values of G D + A _ and G DA for large deviations from equilibrium, one can selectively 
increase the sampling frequency in a given narrow interval of χ by adding a biasing 
potential (which is later removed) to the Hamiltonian. Accurate values of the free 
energy in several overlapping "windows" can then be matched to produce the full free 
energy curve (23,35,37). 

The free energy curves for the D + A " and D A states when the reaction free energy 
is zero are shown in Figure 4. They are calculated as explained before, using 10 
overlapping "windows" of 50 ps each. Each curve can be fitted to a parabola with 
excellent accuracy, even for free energies as high as 100 kcal/mol. As assumed in 
Marcus' theory, the curvature of the two paraboli are nearly equal. For our model, the 
reorganization free energy, (defined as the free energy difference between the 
minimum of one electronic state and the free energy of the non-equilibrium 
polarization one gets after a "vertical" transition from the minimum of the other state), 
is λ = 80 ± 2 kcal/mol. It is of interest to compare this with the prediction of the 
continuum electrostatic model. The reorganization free energy for an electron transfer 
across the interface between two dielectric media is given by Marcus (15). The 
expression for λ in the case of two ions of equal diameter σ separated by a distance R 
such that the center of mass is at the interface and the inter-ionic vector forms an 
angle θ with respect to the interface normal, is given by: 

(kcal/mol) = ^ 
551 σ 

(5) 

1 ε β - ε Λ 

2cos0 ε β + εΛ 

J_ 

ε β + ε Λ 

- 1 

where ε Α and εΒ are the static dielectric constants of the two liquids, and the infinite 
frequency dielectric constant is set to one (consistent with our electronically non-
polarizable liquid models). Substituting the parameters relevant to our system (given 
above), and taking θ to be 45° (which is approximately the average orientation taken 
from Figure 3), gives λ = 74 kcal/mol. 

The reasonable agreement with the λ calculated by the molecular dynamics and 
the nearly identical parabolic representation of the free energy curves are quite 
surprising given that the detailed calculation of the electric potential discussed above 
and the results regarding the structure of the interface are at odds with a simple 
continuum model. One possible explanation may be related to the fact, mentioned 
above, that although the electric potentials near the individual ions do not scale with 
the ion's charge according to the linear relation expected from the continuum model, 
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28. BENJAMIN Molecular Model for Electron-Transfer Reaction 417 

the total electric potential for the whole system does. However, more work is 
necessary to understand why the continuum model and the linear response 
approximation work so well in this system. A calculation of the reorganization free 
energy as a function of ion size and location relative to the interface would allow for a 
more stringent test of the continuum model. 

Solvent Dynamics 

In this section we briefly consider the solvent dynamical response to a photoinduced 
electron transfer reaction at the water/DCE interface. Recently, this reaction has been 
probed at the water/DCE interface using optical second harmonic generation (10). 
Although the time resolution of that work was not sufficient to follow the solvent 
response, the topic is important enough to warrant theoretical examination at this 
point The importance of the solvent dynamical response has been demonstrated for 
electron transfer reactions in bulk liquids (22,38-40) and many of the issues 
discussed in these investigations may be relevant to interfacial ET. 

Recently we have demonstrated that the rate of solvent relaxation following the 
creation of a large dipole across a model interface between non-polar and dipolar 
liquids is slower than the relaxation in the bulk (Benjamin, I. Chem. Phys., in press). It 
was found that this is a direct consequence of the structural constraint imposed by the 
interface. Below we briefly consider charge separation (DA —> D + A " ) and charge 
recombination ( D + A " —» DA) processes at the water/DCE interface. 

To study the charge recombination process, the system which was equilibrated in 
the D + A ~ state is transferred at time t = 0 to the D A electronic state. The solvent must 
adjust to the new charge distribution, and the system relaxes to a new equilibrium 
appropriate to the D A state. The charge separation process is similarly investigated by 
considering a sudden change from the D A to the D + A " state. For both reactions, the 
solvent coordinate is monitored as a function of time. Each reaction is repeated 100 
times using independent initial conditions (which were generated from the equilibrium 
trajectories discussed in the previous section). 

The rate of the solvent relaxation is most easily examined using the following 
non-equilibrium correlation function: 

which may be direcdy related to experimental data such as the time-dependent Stokes 
shift (18). In equation 6, x(t) is the average over the ensemble of independent 
trajectories of the solvent coordinate defined in equation 2, and ï(«>) is the equilibrium 
value of the solvent coordinate in the final state. Since the solvent coordinate contains 
contributions from both liquids, it is of interest to examine the decay of the individual 
components of JC, even though these two components cannot be separately observed 
experimentally. 

Figure 5 provides the total correlation functions for the charge recombination 
(CT(t)) and charge separation (C s(i)), as well as the correlation of the two individual 
components for the two liquids. The total correlation functions exhibit a non-

C ( 0 = 5c(r)-x(~) 
JC(0)-JC(~) 

(6) D
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-200 -150 -100 -50 0 
AE(kcal/mol) 

50 

Figure 4. Solvent reorganization free energy curves for the charged solutes 
(D + A~) and the neutral solutes (DA) at the water/1,2-dichloroethane interface. 
Thick line - free energy calculations using umbrella sampling; thin line - the 
best fit to a parabola. 

11 1 ! - 1 , ι , ι — , — ι — . — I 
0 0.2 0.4 0.6 0.8 1 

t(ps) 

Figure 5. Non-equilibrium solvent relaxation correlation function. The top panel 
corresponds to the charge-separation reaction, and the bottom panel corresponds 
to the charge-recombination reaction. The lines labeled DCE and H 2 0 refer to 
the relaxation of the individual liquids, and the unlabeled thick line is the total 
relaxation. 
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exponential decay which includes a very rapid component (complete in 50 fs), which 
is responsible for about 60% of the total decay in the charge recombination reaction, 
but accounts for only 30% of the total decay in the charge separation reaction. The 
rest of the decay is non-exponential and about a factor of 2 faster than in the charge 
recombination process. An examination of the separate contributions of the two 
liquids shows that the initial fast decay is due to the water, as the D C E component 
does not include a fast initial decay and in fact is quite similar for the two reactions. 
The time scale over which the initial water component decays suggests that water 
librational motion is the main molecular mode responsible for the early relaxation. 
The tracking of the full response and the water response seen in Fig. 5 even at longer 
times is due to the fact that most of the contribution to the electrostatic potential at the 
location of the ions comes from the water (see Table I). It is reasonable to expect that 
in systems where the charge is buried inside a large hydrophobic group (which is more 
likely to be shielded from water at the interface), the response would track that of the 
DCE solvent. Thus monitoring the solvent response to a photochemical ET at a 
liquid-liquid interface would make it possible to determine the location of the redox 
pair and the extent to which each liquid participates in the solvation. A possible 
explanation for the slower response of the water to charge separation than to charge 
recombination at the interface (which is observed to a lesser degree in bulk water), is 
that at the interface, more structural rearrangement is required to solvate die newly 
created large dipole because the interfacial water is oriented at the interface (24). 
Additional "maneuvering" is necessary to satisfy the constraints imposed by the DCE 
and the D + A " pairs. Similar results have been obtained and analyzed in great detail 
for another liquid-liquid interface model (Benjamin, I. Chem. Phys., in press). Further 
particulars about the structural changes accompanying the non-equilibrium charge 
transfer, as well as a full comparison with the calculation in bulk water, will be 
reported elsewhere. 

Summary and Conclusions 

A molecular model for an electron transfer reaction at the water/1,2-dichloroethane 
interface is developed and used to examine some basic issues about liquid/liquid 
electron transfer, some of which have not been addressed in existing treatments. 

It has been established that the interfacial region is narrow even at the molecular 
scale. However, changes in interfacial liquid structure which are necessary in order to 
accommodate and solvate an ion, as well as surface roughness (induced by thermal 
fluctuations), cast doubt on any attempt to describe the interface as a mathematically 
sharp Une separating two distinct dielectric media. Thus, electric potentials induced by 
the liquids at the interface do not agree with predictions of continuum models. This 
may limit the applicability of these models for calculating concentration profiles and 
work terms that are necessary for evaluating the observed rate constant for interfacial 
ET. 

Nevertheless, and quite surprisingly, the solvent reorganization free energy for the 
redox pair at the interface is in close agreement with the prediction of the continuum 
model. The full free energy curves, which have been calculated by umbrella sampling, 
can be fitted by almost perfect and identical curvature paraboli, which is in agreement 
with the linear response approximation. 
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The solvent dynamical response relevant to fast photoinduced ET is non-
exponential and contains a significant inertial component due to water libration modes 
and slower components from both water and dichloroethane intermolecular modes. 
The slower solvent response to charge separation than to charge recombination 
observed in the molecular dynamics calculations may be possible to observe 
experimentally. 
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glycerol 1-monooleate molecules at 
interface, alanine dipeptide-water-
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in water, 187,189,190/r 

isotope effect origin, 191-193 
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studies in nonpolar solvents, 183,184/ 
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Benzene dimer, Kirkwood superposition 
approximation for assembly of solvent 
distribution functions from fragments, 
345r,346/ 

Benzene solubility, waterlike solvent 
effect, 293 

Benzene to hydrogen addition, 
nonequilibrium solvation effect on 
kinetic isotope effects, 122-140 
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Bilayer-peptide-water system interaction, 
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CF1 central force model of water 
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description, 111-112 
free-energy calculation, 112-114 
pH calculation for upper bound, 

110-111,114-118 
Charge model, new, description, 32-35 
Chemical charge displacements in water, 
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60-69 

Chemical reactions, continuum solvation 
models based on quantum-mechanical 
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Chemical transformations in solution, 
importance, 212 

Chemistry, calculations of solvation free 
energies, 71-91 

Chloride and sodium ion pairing in water, 
dielectric model of electrostatic 
solvation free energy, 62-63 

Claisen rearrangement 
allyl vinyl ether computer simulations 

ab initio calculations, 244 
experimental description, 243-244 
fluid simulation procedure, 

244-245,246/,247/ 
gas-phase energetics, 248-251 
hydration effects, 251-254 
hydrogen bonding analysis, 

254,255-256/,257 
multiple reactant conformers, 

243-257 
rate acceleration origin in water, 

254,255/ 
self-consistent reaction field 

calculations, 245,248 
solvent effects on reactivity and 

interactions, 216-218 
aqueous solvation effect, 4 
factor analysis of solvent effects, 

236-239 
mechanism, 39-41 
modeling in solution, 41-43 
solvation effects, 36,39 
specific reaction parameter(s), 

35-36,37-38/ 
specific reaction parameter modeling in 

solution, 43-46 
Classical solvent models 

all-atom solvent models, 78,80/81 
boundary condition problems, 81 
development, 72 
long-range interaction problems, 81 
macroscopic models, 74-75 
simplified microscopic models, 

75-78,79/ 
Clusters, transition-state structures for 

processes in solution, 169-170,175/ 

Condensed-phase molecular dynamics 
and Monte Carlo simulation procedures 
using empirical energy potentials, 
modeling of solution chemistry, 
51-52 

Confined liquids, analysis using 
continuum solvation models, 22 

Conformation(s) of alanine dipeptide at 
membrane-water interface, alanine 
dipeptide-water-hexane system 
interaction, 400-402 

Conformational energy calculations on 
polypeptides and proteins, treatment 
of hydration effect, 360-368 

Conformational freedom, restriction, 
synthetic receptors for shape-selective 
hydrophobic binding, 283-285 

Continuum dielectric-quantum-
mechanical approach, solvation free-
energy determination, 50-59 

Continuum model, liquid water, 103 
Continuum solvation models based on 

quantum-mechanical Hamiltonian 
anisotropics in solution, 20-22 
chemical reactions, 13-20 
computational codes, 11 
description of molecular charge 

distributions, 12 
history, 11 
methodological character, 11 
simplicity, 10 
solvation free energy, 12-13 
solvent fluctuations, 20 
use of solvent dynamical coordinates, 

19-20 
Curvature, hydrophobic interaction 

calculations, 335-357 
β-Cyclodextrin 
acylation, 271,275-276/277 
functions, 268 
hydroxide ion attack in absence, 

271,274/ 
Langevin dipole method of solvation, 

271-273 
structure, 268,270 
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Cyclodextrin dimers, quantitative effects 
of antihydrophobic agents, 297-300 

Cyclohexane dimer, Kirkwood 
superposition approximation for 
assembly of solvent distribution 
functions from fragments, 344,345f,346/ 

D 

d(CGCGAATTCGCG), molecular 
dynamics simulations of DNA and 
protein-DNA complexes including 
solvent, 382-387 

Delphi calculations, use for solvent 
energy calculations, 201-202 

Density of states, simulated, 
determination, 102-103 

Dielectric models of electrostatic 
solvation free energy 

advantages and disadvantages, 69 
description, 61 
experimental goal, 60-61 
importance, 65-66 
improvement approaches, 68 
methods, 61-62 
nucleophilic attack of HO" on H 2 CO, 

65,66/ 
sodium and chloride ion pairing in 

water, 62-63 
support for second-order thermodynamic 

perturbation theory, 66-68 
symmetric SN2 chloride exchange in 

methyl chloride, 64-65 
validity, 68-69 

Diels-Alder reactions 
aqueous solution effect on rate, 303 
aqueous solvation effect, 4-5 
factor analysis of solvent effects, 239 
hydrophobic effect, 293-295 
rate acceleration factors, 304 

Diene and dienophile in water, evidence 
against homotactic or heterotactic 
association, 308,311/312 

Dimer dissociation, Kirkwood 
superposition approximation for 
assembly of solvent-distribution 
functions from fragments, 342,344 

Direct force, comparison to indirect 
force, 374-376 

Dissociation of water, CF1 central force 
model, 110-118 

Dividing surface, description, 168 
DNA 

modeling in water, 5 
molecular dynamics simulations, 381-392 

DOTS, description, 30 
Dynamic force 
comparison to thermodynamic force, 

372-374 
definition, 371-372 

Dynamics of alanine dipeptide at 
interface, alanine dipeptide-water-
hexane system interaction, 405-406 

ET values, factor analysis of solvent 
effects on reaction, 235-236 

Electric polarization free energy, 
calculation, 25-26 

Electron distribution along reaction 
coordinate for energy hypersurface, 
analysis, 18-19 

Electron transfer reaction 
immiscible electrolyte solution interface 

experimental techniques, 410 
importance, 409 
model at water-1,2-dichloroethane 

interface, 410-^19 
theoretical treatments, 410 

water-1,2-dichloroethane interface 
experimental description, 410 
neat interface, 411,413/ 
previous studies, 410 
redox couple at interface, 411-418 
reorganization free energy, 416-417 
solvent dynamics, 417,418/419 
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INDEX 429 

Electronic transition, solvent effects, 87-88 
Electrostatic solvation free energy, 

dielectric models, 61-69 
Empirical valence bond model, 85-86 
Energetics of anisole hydrolysis in 

supercritical water 
calculated vs. experimental free energy 

of activation, 207,209 
clustering effect, 210 
experimental procedure, 199 
free energy of activation profde, 

207,208/ 
method comparison, 201-202 
reactant and product solvation energy 

comparison, 202-204 
reaction-path solvation energy 

comparison, 204-206 
solute polarization, 206-207 

Energy hypersurface 
analysis, 14-18 
electron distribution analysis, 18-19 

Equilibrium solvation model, kinetic 
isotope effects for hydrogen-to-
benzene addition, 131-134 

Ethane dimer, Kirkwood superposition 
approximation for assembly of solvent 
distribution functions from fragments, 
345i,347 

Exposed surface area, calculations, 30-31 

F 

Factor analysis of solvent effects on 
reactions 

terf-butyl chloride solvolysis, 236 
Claisen rearrangement 

general, 236-239 
increased polarity in transition state, 

238-239 
Diels-Alder reactions, 239 
ET values, 235-236 
hydrogen bond donating and accepting 

parameters, 234-235 
K O M P H equation, 232-234 

Factor analysis of solvent effects on 
reactions—Continued 

solvent parameters, 240 
Taft π parameters, 235 
Free energy 
activation, energetics of anisole 

hydrolysis in supercritical 
water, 207,208/ 

aqueous solvation, modeling in aqueous 
and nonaqueous solvents, 24-46 

formation of pair of nonpolar groups 
making maximum contact in water, 
calculation, 364 

hydration, See Free energy, aqueous 
solvation 

solvation for H + , OH~, and 
H 3 0 + , calculation, 112-114 

G 

Gas-phase energetics, Claisen 
rearrangement of allyl vinyl ether 
from computer simulations, 248-251 

Gas-phase model, kinetic isotope effects 
for hydrogen to benzene addition, 
126-130 

GEPOL, description, 30 
Glycerol 1-monooleate molecules, 

arrangement at interface, 404-405 
Gross-Butler equation, description, 185 
Grotthus' mechanism, description, 

144-145 

H 

Heat of hydration, determination, 55 
Heterotactic association of diene and 

dienophile in water, 308,311/312 
H 3 N + CH3C1 reaction, simulation of 

solvent effects on reactivity and 
interactions, 218-222,224 

Homotactic association of diene and 
dienophile in water, 308,311/312 
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430 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

ΗΦΟ effect 
comparison to ΗΦΙ effect, 379-380 
importance in protein stabilization, 379 

Hydration 
alanine dipeptide at interface, alanine 

dipeptide-water-hexane system 
interaction, 402-404 

nonpolar solutes, role of 
induced water dipoles, 318-332 

Hydration effect 
Claisen rearrangement of allyl vinyl 

ether from computer simulations, 
251-254 

conformational energy calculations on 
polypeptides and proteins 

applications of theory, 368 
rationalization of parameters, 364-368 
solvent-exposed surface area model, 

363-364,365i 
solvent-shell model, 362-363 
study methods, 360-362 

Hydrochloric acid 
acid ionization in water, 143-151 
ionic dissociation in water, 162-164 

Hydrogen bond donating and accepting 
parameters, factor analysis of solvent 
effect on reactions, 234-235 

Hydrogen bonding, water dimer 
formation effect, 156-157 

Hydrogen bonding analysis, Claisen 
rearrangement of allyl vinyl ether 
from computer simulations, 
254,255-256/257 

Hydrogen bonding effects, acceleration of 
Diels-Alder reactions in water and 
alcohol-water mixtures, 312-314 

Hydrogen bonding-solvation joined 
effect, water dimer formation, 158-159 

Hydrogen-to-benzene addition, 
nonequilibrium solvation effect on 
kinetic isotope effects, 122-140 

Hydrolysis 
amides 
number of water molecules involved, 

159-160,161/ 

Hydrolysis—Continued 
amides—Continued 
stoichiometry of reaction, 159 
surrounding effect, 160,162 

anisole, See Anisole hydrolysis in 
supercritical water 

Hydrophobic binding, shape selective, 
synthetic receptor design, 282-289 

Hydrophobic effect 
antihydrophobic agents, 292-293 
benzoin condensation, 295-297 
definition, 291 
Diels-Alder reactions 

in water, 293-295 
in waterlike solvents, 295 

entropy-enthalpy compensation, 291 
nucleic acid structures, 300-301 
occurrence, 5 
prohydrophobic agents, 291-292 

Hydrophobic-hydrophilic forces in 
protein folding 

comparison, 379-380 
direct vs. indirect forces, 374-376 
experimental description, 372 
nearly ideal gas water as solvent, 

377-378 
problem, 371-372 
solvent-induced force 

classification, 376 
solvent-induced force in real liquid 

water, 377 
thermodynamic vs. dynamic forces, 

372-374 
Hydrophobic interactions 
acceleration of Diels-Alder reaction in 

water and alcohol-water mixtures, 
312-314 

development of models, 335 
thermodynamic parameters, 

366,367/ 
use of Kirkwood superposition 

approximation for assembly of 
solvent distribution functions from 
fragments, 335-357 

volume effect, 366,368f 
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INDEX 431 

Indirect force, comparison to direct 
force, 374-376 

Induced polarization charge boundary-
element model 

amiloride solvation, 264,267ί 
description, 262-264 

Induced polarization of water in 
molecular dynamics simulations 

experimental description, 319 
induced polarization computation 

method, 319-320 
mean-field supercritical and polarizable 

supercritical water model simulation 
of pure liquid water, 324-328 

methane-methane potential of mean-
force calculation procedure, 321 

methane-water potential method, 320 
method description, 319 
molecular dynamics calculation 

procedure, 321,322-323/ 
molecular dynamics of methane 

hydration and association in polarizable 
water phase, 327,328/329-332 

water model description, 320 
Induced water dipoles, role in computed 

properties of liquid water and on 
hydration and association of nonpolar 
solutes, 318-332 

Interaction(s), simulation of solvent 
effects in ambient and supercritical 
water, 212-225 

Interaction energy modeling 
application to ethane, 356 
definition, 347 
Kirkwood superposition approximation, 

348,352-356 
methane dimer-water correlation 

functions, 348,349-351/ 
method, 347-348 

Interaction energy of set of charges, 2 
Interfacial activity of alanine dipeptide, 

alanine dipeptide-water-hexane system 
interaction, 399-400 

Intramolecular Diels-Alder reactions in 
water 

kinetic solvent effect, 304-310 
solvent effect, 315,316 

Intramolecular potential, 97 
Ionic dissociation of hydrochloric acid in 

water 
H Q interaction with one water molecule, 
(H 20) 2HC1 system, 162,164r 

162,163/ 
structure of species, 162,163/ 

Isobutane dimer, Kirkwood superposition 
approximation for assembly of solvent 
distribution functions from fragments, 
345i,347 

Κ 

Kinetic isotope effects for hydrogen-to-
benzene addition 

computed vs. experimental ratios of 
aqueous-phase to gas-phase rate 
constants, 138 

equilibrium solvation model, 131-134 
experimental description, 123 
gas-phase model, 126-130 
nonequilibrium model, 134-138 
nonequilibrium vs. equilibrium solvation 

rate constants vs. dynamical 
coupling strength, 138-139 

previous studies, 123 
solvent effect on quantum-mechanical 

tunneling, 139-140 
variational transition state theory 

methods, 124-126 
Kinetic solvent effect, acceleration of 

Diels-Alder reactions in water, 
304-310 

Kirkwood superposition approximation 
for assembly of solvent distribution 
functions from fragments 

advantages, 356-357 
applications, 344-347 
benzene dimer, 345i,346/ 
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432 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

combined treatment of aliphatic and 
aromatic systems, 337,341 

cyclohexane dimer, 344,345r,346/ 
dimer dissociation and average of square 

of mean curvature, 342-344 
ethane aggregation, 345i,346/,347 
ethane dimer, 345f,347 
interaction energy modeling, 347-357 
isobutane dimer, 345i,347 
local curvature inclusion, 341-342,343/ 
methane-ethane, 345r,347 
methane-methane, 346/347 
w-pentane dimer, 345i,347 
theory, 336-337,338-339r,340/ 

K O M P H equation 
terf-butyl chloride solvolysis, 236 
Claisen rearrangement 

general, 236-239 
increased polarity in transition state, 

238-239 
description, 232-234 
hydrogen bond donating and accepting 

parameters, 234-235 
solvent parameters, 240 

L 

λ repressor-operator complex, 
molecular dynamics simulations of 
DNA and protein-DNA complexes 
including solvent, 387-390,391-392/ 

Langevin dipole model 
amiloride solvation, 264,266r 
description, 262-264,271-273 

Liquid water 
induced water dipole effect on computed 

properties, 318-332 
model, 103-107 
proposals on description, 95 
real, solvent-induced force, 378 

Local curvature inclusion, Kirkwood 
superposition approximation for 
assembly of solvent distribution 
functions from fragments, 341-342,343/ 

M 

Macrocyclic polyammonium ions 
descendants, 282-283 
structure, 282 

Macromolecule solute in water molecules, 
schematic representation, 361/ 

Macroscopic methods, description, 50-51 
Macroscopic models, description, 

74-75,88-89 
Mean curvature, calculation, 341-342 
Mean-field supercritical water model 

simulation of pure liquid water, 
molecular dynamics simulation, 
324-328 

Medium effects, acceleration of 
Diels-Alder reactions in water, 312-314 

Membrane-bound peptides, problems with 
study methods, 396 

Menshutkin reaction of H 3 N + CH 3C1, 
simulation of solvent effects on 
reactivity and interactions, 218-222,224 

Methane dimer-water correlation 
functions, interaction energy modeling, 
348,349-351/ 

Methane-ethane, Kirkwood superposition 
approximation for assembly of solvent 
distribution functions from fragments, 
345i,347 

Methane-methane, Kirkwood 
superposition approximation for 
assembly of solvent distribution 
functions from fragments, 346/347 

Methyl vinyl ketone, comparison to 
methyl vinyl sulfone as dienophile in 
Diels-Alder reactions, 314 

Methyl vinyl sulfone, comparison to 
methyl vinyl ketone as dienophile in 
Diels-Alder reactions, 314 

Microscopic methods, 50-51 
Microscopic models, simplified, 

75- 78,79/ 
Minimum energy reaction path 

definition, 168 
determination, 212-213 
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INDEX 433 

Mixture models, liquid water, 103-107 
Molecular dynamics 

hydrophobic interaction calculations, 
335-357 

methane hydration and association in 
polarizable water phase, 
327,328/,329-332 

Molecular dynamics simulation 
amiloride solvation, 264,265f 
D N A and protein-DNA complexes 

including solvent 
d(CGCGAATTCGCG) duplex, 
382-387 

experimental description, 381 
λ repressor-operator complex, 

387-390,391-392/ 
previous studies, 382 

Molecular orbital-explicit-solvent models, 
description, 84-85 

Multiple reactant conformers, Claisen 
rearrangement of allyl vinyl ether 
from computer simulations, 243-257 

Nonequilibrium solvation—Continued 
kinetic isotope effects for hydrogen-to-

benzene addition, 122-140 
modeling methods, 2-3 

Nonequilibrium solvation model, kinetic 
isotope effects for hydrogen-to-
benzene addition, 134-138 

Nonpolar solutes, role of induced water 
dipoles on hydration and association, 
318-332 

Nucleic acid structures, hydrophobic 
effect, 300-301 

Nucleophilic attack of HO" on H 2 CO, 
dielectric model of electrostatic 
solvation free energy, 65,66/ 

Organic reactions, aqueous solution effect 
on rate, 303-304 

Ν 

N a O ~ ion pair in ambient and 
supercritical water, simulation of 
solvent effects on reactivity and 
interactions, 221,223,224/225 

Nearly ideal gas water as solvent, 
hydrophobic-hydrophilic forces in 
protein folding, 377-378 

Net favorable resultant free-energy 
change due to bulk volume electrostatic 
effects, definition, 26-28 

Nieser-Corongiu-Clementi potential, 
determination, 96-97 

Nonaqueous solvents, solvation modeling, 
24-46 

Nonequilibrium solvation 
activated chemical reaction rate effect, 

112-123 
importance, 2 

n-Pentane dimer, Kirkwood 
superposition approximation for 
assembly of solvent distribution 
functions from fragments, 345,347 

Peptide(s) 
cellular activities, 395 
membrane surface vs. secondary 

structure, 395-396 
Peptide-water-bilayer system interaction 
arrangement of alanine dipeptide and 

glycerol 1-monooleate molecules at 
interface, 404-405 

conformations of alanine dipeptide at 
membrane-water interface, 400-402 

dynamics of alanine dipeptide at 
interface, 405-406 

experimental description, 396 
experimental procedure, 396-399 
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434 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

Peptide-water-bilayer system 
interaction—Continued 

free-energy calculations, 398-399 
hydration of alanine dipeptide at 

interface, 402-404 
interfacial activity of alanine 

dipeptide, 399-400 
molecular dynamics procedure, 398 
potential energy function 

determination, 398 
structures, 396,397/ 

pH, calculation of upper bound for CF1 
water, 110-111,114-118 

Polarizable supercritical water model 
simulation of pure liquid water, 
molecular dynamics simulation, 
324-328 

Polarizable water phase, molecular 
dynamics of methane hydration and 
association, 327,328/329-332 

Polypeptides, treatment of hydration 
effect in conformational energy 
calculations, 360-368 

Prohydrophobic agents 
description, 291-292 
électrostriction of solvent, 292 

Properties of liquid water, role of 
induced water dipoles, 318-332 

Protein(s), treatment of hydration effect in 
conformational energy calculations, 
360-368 

Protein dipole-Langevin dipole, 89 
Protein-DNA complexes, molecular 

dynamics simulations, 381-392 
Protein folding 

hydrophobic-hydrophilic forces, 
371-380 

problem of how and why, 371-372 
Proton inventory, application to 

nonradiative process in 7-azaindole, 
185,187-193 

Proton transfers, description, 144,146/ 
Pseudopotentials, replacement of solvent 

molecules, 3 

Q 

Quantitative effects, antihydrophobic 
agents, 297-300 

Quantum-mechanical-continuum 
dielectric approach for solvation 
free-energy determination 

advantages, 58 
applications, 57-58 
charge density cutoff dependence, 

54,55-56i 
charge density dependence, 54i 
description, 1,52 
disadvantages, 1-2 
experimental vs. theoretical values, 55,57 
method description, 52-54 
potential improvements, 58-59 

Quantum-mechanical-continuum 
dielectric models, S M r models, 24-46 

Quantum-mechanical solvation models 
empirical valence bond model, 85-86 
free-energy perturbation calculation, 

86-87 
molecular orbital-explicit-solvent 

models, 84-85 
reaction field models, 83-84 
solvent representation, 86 
supermolecular approaches, 83 

R 

Radial quadratures for dielectric 
screening, calculation, 31-32 

Rate acceleration origin in water, Claisen 
rearrangement of allyl vinyl ether 
from computer simulations, 
251-254,255/ 

Rates for Claisen rearrangement, solvent 
effects, 230-232 

Reactant and product solvation energy 
comparison, energetics of anisole 
hydrolysis in supercritical water, 
202-204 
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INDEX 435 

Reaction(s), factor analysis of solvent 
effects, 229-240 

Reaction coordinate methodology, 
description, 169 

Reaction field models, description, 83-84 
Reaction path solvation energy 

comparison, energetics of anisole 
hydrolysis in supercritical water, 
204-206 

Reactivity 
aqueous solution, 1-6 
pressure effect in anisole hydrolysis, 

196-210 
simulation of solvent effects in ambient 

and supercritical water, 212-225 
Real liquid water, solvent-induced 

force, 378 
Receptors for shape-selective 

hydrophobic binding, synthetic, See 
Synthetic receptors for shape-selective 
hydrophobic binding 

Reorganization free energy 
definition, 416 
electron transfer reaction at 

water-1,2-dichloroethane interface, 
416-417 

S 

Salting in, description, 291 
Salting out, description, 291 
Second-order thermodynamic 

perturbation theory, support from 
dielectric models of electrostatic 
solvation free energy, 66-68 

Self-consistent Born-Onsager reaction 
field approximation, use for solvent 
energy calculations, 202 

Self-consistent field convergers, 
calculation, 32 

Self-consistent reaction field 
calculations, Claisen rearrangement of 
allyl vinyl ether from computer 
simulations, 245,248 

Self-consistent reaction field method 
amiloride solvation, 268,269/ 
description, 155-156,262-264 

Shape-selective hydrophobic binding, 
synthetic receptor design, 282-289 

Sickling and nonsickling receptor 
preparation, 288-289/ 

Simplicity, continuum solvation models 
based on quantum-mechanical 
Hamiltonian, 10 

Simulated density of states, 102-103 
Simulated water structure 
experimental description, 95 
model, 103-107 
neutron diffractions, 97-100 
Nieser-Corongiu-Clementi potential, 

96-97 
other studies, 108 
pair correlation functions, 100-102 
previous studies, 95 
simulated density of states, 102-103 
X-ray diffractions, 97-99 

Simulation of solvent effects on 
reactivity and interactions in ambient 
and supercritical water 

Claisen rearrangement of allyl vinyl 
ether, 216-218 

Menshutkin reaction of H 3 N + CH 3C1, 
218-222,224 

methods, 212 
Monte Carlo simulation of free-energy 

profile methodology, 214-216 
Na +Cl" ion pair in ambient and 

supercritical water, 
221,223,224/225 

quantum-mechanical-molecular-
mechanical potential methodology, 
213-214 

steps in computational procedure, 
212-213 

SMJC models 
algorithms, 29-32 
charge model, 32-35 
framework, 25-29 
SM2 and SM3, 25-29 
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436 STRUCTURE AND REACTIVITY IN AQUEOUS SOLUTION 

SMJC models—Continued 
solvation effects on Claisen 

rearrangement, 36,39-46 
specific reaction parameters for Claisen 

rearrangement, 35-36,37-38* 
versions, 24-25 

Sodium and chloride ion pairing in water, 
dielectric model of electrostatic 
solvation free energy, 62-63 

Solute, definition, 14 
Solute polarization, energetics of anisole 

hydrolysis in supercritical water, 
206-207 

Solute-solvent interaction(s), modeling 
methods, 2 

Solute-solvent interaction energies, 
determination, 335-336 

Solution(s), transition-state structures for 
processes in solution, 170-178 

Solution chemistry, modeling using 
condensed-phase molecular dynamics 
and Monte Carlo procedures, 51-52 

Solvated macromolecule modeling 
all-atom microscopic models, 89 
importance of proper boundary 

conditions, 90 
macroscopic models, 88-89 
protein dipole-Langevin dipole model, 

89 
Solvation 
bioactive molecules 

amiloride, 260-269 
β-cyclodextrin, 268,270-277 

nonequilibrium, See Nonequilibrium 
solvation 

probing by alcohols and water with 
7-azaindole, 182-193 

Solvation effects, Claisen rearrangement, 
36,39 

Solvation free energy 
calculation strategies, 71-91 
continuum solvation models based on 

quantum-mechanical Hamiltonian, 
12-13 

definition for biological processes, 71 

Solvation free energy—Continued 
determination using combined quantum-

mechanical and continuum dielectric 
approach, 50-59 

Solvation-hydrogen bonding joined 
effect, water dimer formation, 158-159 

Solvation modeling in aqueous and 
nonaqueous solvents 

Claisen rearrangement, 35-46 
techniques, 24-35 

Solvent cavity potentials, detennination, 
335-336 

Solvent dynamical coordinates, use in 
continuum solvation models based on 
quantum-mechanical Hamiltonian, 
19-20 

Solvent dynamics, electron transfer 
reaction at water-1,2-dichloroethane 
interface, 417,418/,419 

Solvent effects 
electronic transitions, 87-88 
rate and equilibrium studies, 229-230 
reaction(s) 
factor analysis, 229-240 
rates for Claisen rearrangement, 230-232 
water vs. rate, 230 

reaction rates, 243 
reactivity and interactions in ambient 

and supercritical water, simulation, 
212-225 

static and dynamic properties of 
molecules, treatment methods, 50 

Solvent-exposed surface area model, 
hydration effect in conformational 
energy calculations on polypeptides 
and proteins, 363-364,365r 

Solvent fluctuations, continuum solvation 
models based on quantum-mechanical 
Hamiltonian, 20 

Solvent-induced force 
protein folding, classification, 376 
real liquid water, 378 

Solvent-shell model, hydration effect in 
conformational energy calculations on 
polypeptides and proteins, 362-363 
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Standard-state solvation free energy, 

SM2 and SM3 model calculation, 
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Structure, aqueous solution, 1-6 
Substituent effects, acceleration of 

Diels-Alder reactions in water, 314 
Supercritical water 
applications, 196 
simulation of solvent effects on 

reactivity and interactions, 
212-225 

theoretical models of anisole 
hydrolysis, 196-210 
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Supermolecular approaches, solvation 
models, 83 

Surface areas, hydrophobic interaction 
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electrostatic solvation free energy, 
64-65 

Synthetic receptors for shape-selective 
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binding evaluation, 286-287 
discovery, 282-283 
nonsickling receptor preparation, 

288-289/ 
problems, 287-288 
restriction of conformational freedom, 

283-285 
solvent effect, 288 
structural isomers, 286 

Taft equation, description, 230 
Taft π parameters, factor analysis of 

solvent effects on reactions, 235 
Termination function, calculation, 321 
Thermochemistry, starting point for 

quantitative understanding of chemical 
processes, 24 

Thermodynamic force 
comparison to dynamic force, 372-374 
definition, 372 

Transition-state structure 
definition, 168 
processes in solution 
clusters, 169-170,175/ 
solutions, 170-178 
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involving separability, 
171-174,175/ 
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174,176-178 

Trimers, water-assisted reactions in 
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Variational transition-state theory, use 
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Water 
acceleration of Diels-Alder reactions, 

303-316 
acid ionization of HC1, 143-151 
CF1 central force model, 110-118 
importance, 1,60 
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182-193 
properties, 154-155 
real liquid, solvent-induced force, 378 
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